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ABSTRACT

Trust and confidence are critical to the success of health care models. There are two main methods for achieving this: transparency (people can see how the model is built) and validation (how well the model reproduces reality). This report describes recommendations for achieving transparency and validation developed by a taskforce appointed by the International Society for Pharmacoeconomics and Outcomes Research and the Society for Medical Decision Making. Recommendations were developed iteratively by the authors. A nontechnical description—including model type, intended applications, funding sources, structure, intended uses, inputs, outputs, other components that determine function, and their relationships, data sources, validation methods, results, and limitations—should be made available to anyone. Technical documentation, written in sufficient detail to enable a reader with necessary expertise to evaluate the model and potentially reproduce it, should be made available openly or under agreements that protect intellectual property, at the discretion of the modelers.

Validation involves face validity (wherein experts evaluate model structure, data sources, assumptions, and results), verification or internal validity (check accuracy of coding), cross validity (comparison of results with other models analyzing the same problem), external validity (comparing model results with real-world results), and predictive validity (comparing model results with prospectively observed events). The last two are the strongest form of validation. Each section of this article contains a number of recommendations that were iterated among the authors, as well as among the wider modeling taskforce, jointly set up by the International Society for Pharmacoeconomics and Outcomes Research and the Society for Medical Decision Making.
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Introduction

The purpose of health care models is to provide decision makers with quantitative information about the consequences of the options being considered. For a model to be useful for this purpose, decision makers need confidence in the model’s results. Specifically, they need to know how accurately the model predicts the outcomes of interest and account for that information when deciding how to use the model results.

Modelers can impart such confidence and enhance model credibility in two main ways: 1) transparency—clearly describing the model structure, equations, parameter values, and assumptions to enable interested parties to understand the model and 2) validation—subjecting the model to tests such as comparing the model’s results with events observed in reality [7–14].

Some health care models are intended to be “general” or “multiapplication” in the sense that with appropriate modifications they can address a range of problems [15,16]. For example, an “HIV model” could be used repeatedly to address different questions relating to that condition [17–21]. Other models are built for single, specific applications and are not intended to be reused [22]. For instance, a model may be built with the sole purpose of extrapolating the results of a trial of an implantable cardioverter-defibrillator to determine whether it becomes cost-effective over the lifetime of patients [23]. Some models that are initially built for a single application may later be expanded to address others. The methods described in this article apply to both types of models. For a multiapplication model, transparency, validation, and reporting are ongoing processes. The multiapplication model is described (transparency) [24] and validated [25], and the descriptions and validations are continuously updated as science and the model evolve [26]. In addition, each instantiation of the model is described, validated, and reported as each application is done [27]. For a single-application model, its description and validation, and the reporting of its application, are typically conducted at one time, although there may be additional validations after initial use, particularly if problems are found.

Our objective was to describe practices that we consider to be “best” in the sense of providing potential users of a model with the information necessary to determine their confidence in the results, and hence their application of the model’s results. Every model today should be able to achieve the best practices we recommend for transparency. We recognize, however, that not all models will be able to achieve all the recommended best practices for validation. Rather than establish minimum quality standards, we have described optimal practices that all models should strive toward. For all models, their developers should describe their process for conducting validations and the level of validation their model achieved. These recommendations are particularly important in light of high-profile examples of scientific misconduct and fraudulent research published in leading scientific journals, leading to increasing emphasis on transparency and “shining a light on black boxes” [28–34].

Transparency

Transparency refers to the extent to which interested parties can review a model’s structure, equations, parameter values, and assumptions. It does not refer to the formulation, conduct, or results of a particular analysis. Transparency serves two purposes: 1) to provide a non-quantitative description of the model to readers who want to understand in a general way how a model works and 2) to provide technical information to readers who want to evaluate a model at higher level of mathematical and programming detail, and possibly replicate it (the term “reader” describes anyone who needs to evaluate a model, including journal reviewers, journal readers, and users of a model’s results). Taken together, the intention is to provide sufficient information to enable the full spectrum of readers to understand a model’s accuracy, limitations, and potential applications at a level appropriate to their expertise and needs.

Nontechnical documentation

Nontechnical documentation should be accessible to any interested reader [35–37]. It should include descriptions of the following:

1. The model and its purpose
2. Types of applications it is designed to address (e.g., forecasting of short-term costs, cost-effectiveness analysis)
3. Sources of funding and their role
4. Structure (e.g., graphical representation of the variables and their relationships)
5. Components that define it and determine its performance
6. Inputs, outputs, and other parameters
7. Equations and their sources
8. How the data sources were identified and selected
9. Model validation and summary of results
10. Methods for customizing to specific applications and settings
11. Effects of uncertainty
12. Main limitations for its intended applications
13. Examples of actual equations (optional)
14. Reference to the model’s technical documentation

The nontechnical documentation provides an overview of the model and what it does, but it may not contain sufficient information to enable readers to replicate it.

Technical documentation

Full technical transparency is achieved by providing documents that detail the model, including its structure, components, equations, and computer code. The documentation should be sufficiently detailed to enable those with the necessary expertise and resources to reproduce the model. Provision of technical documentation is subject to some conditions and limitations:

1. Access should be provided in a way that enables protection of intellectual property. Building a model can require a significant investment in time and money; if those who make such investments had to give their models away without restriction, the incentives and resources to build and maintain complex models could disappear.
2. While not mandatory, an increasing number of journals request that authors state whether full technical documentation is available to readers, and if so, under what terms [28,38]. Technical documents may be placed in appendices or made accessible by other means [28,29,31,39]. Provision of such documentation is not without concerns that the context of the original analysis may be missing [40].
3. Because most multiapplication models change over time—expanded and updated to incorporate new information and advances in health care technologies—technical documents should be updated periodically.
4. Equations and detailed structure will mean little to readers without the necessary technical background. Even with such information, reviewing a model can take considerable time. Furthermore, it is very difficult to understand how accurate a model is simply by examining its equations. Even if the equations appear to be valid in a mathematical sense and the parameters appear to be estimated using appropriate sources and methods, it is virtually impossible for anyone to determine a model’s accuracy by “running” it in one’s head. Providing the code does not solve this problem unless the reader has the time and resources to actually implement it, which for large models...
or models that require advanced computing methods (e.g., distributed computing) can be very difficult. Provision of code in this way would also threaten the protection of intellectual property. Some of these limitations can be addressed by giving readers access to the model or to a version applicable to a particular analysis. Even enabling readers to specify inputs and receive outputs of a model without releasing a full copy of it can provide useful information about how the model functions. Thus, if feasible, modelers should give readers access to the model itself or parts applicable to a particular analysis. Having said this, it is important to note that providing such access can be very expensive, including the cost to build the copy and interfaces and support to ensure that the model is used and interpreted accurately. Modelers who make working copies accessible to readers should be credited for providing an exceptionally high level of transparency, but failure to do this should not imply any failure on the part of the modeler and should not prejudice an evaluation of the model.

Public versus confidential documentation
To address the conflicting needs of transparency versus feasibility and intellectual property, information put in the public domain without restriction (“public documentation”) should be distinguished from information made available under agreements that protect intellectual property (“confidential documentation”). For public documentation, the nontechnical description should be available to all who ask. In addition, at their discretion, modelers can choose to make technical documentation, or a working copy of the model, publicly available. Regarding confidential documentation, modelers should provide full technical documentation (along with access to a working copy) to readers designated either by a journal reviewing a paper or by an organization to which the model is provided for decision making, under agreements protecting intellectual property (peer reviewers should keep the technical documentation confidential as a matter of policy). Providing readers with technical information under conditions of confidentiality is consistent with published requirements for the review of models [41]. Given the documentation’s size and technical nature, need to protect intellectual property, and because journals can gain full access to all documentation during the review process, journals should not require that it be included in the published report of an analysis.

Best practices

VII-1 Every model should have non-technical documentation that should be freely accessible to any interested reader. At a minimum it should describe in non-technical terms the type of model and intended applications; funding sources; model structure; inputs, outputs, other components that determine the model’s function, and their relationships; data sources; validation methods and results; and limitations.

VII-2 Every model should have technical documentation, written in sufficient detail to enable a reader with the necessary expertise to evaluate the model and potentially reproduce it. The technical documentation should be made available openly or under agreements that protect intellectual property, at the discretion of the modelers.

Expectations

Even with these best practices, it will rarely be possible to make any model completely transparent to all readers (e.g., given the need for advanced mathematical or computer science training). Lack of transparency to those who do not have the appropriate training or time to study a model does not imply that the model is necessarily flawed. It is also important to stress that transparency by itself does not imply that a model is accurate. A model can be transparent but yield the wrong answer (e.g., the erroneous formula \( \text{Distance} = \text{Rate}/\text{Time} \) is transparent but wrong). Conversely, a model can lack transparency for most readers, but be correct. Ultimately, what matters is whether a model accurately predicts what occurs in reality. Thus, transparency and validation are inextricably linked and both are required to help readers gain confidence in a model’s results. Analogously, the equations used to convert computed tomography (CT) scans into images are not transparent to most physicians, yet physicians use CT scans all the time. They are willing to do so because operations based on a CT scan showing a mass almost always find a mass. The key to developing confidence in a model is not just studying its structure, assumptions, equations, and code, but assessing whether it accurately calculates the outcomes of interest. This is the role of validation.

Validation

Importance of validation

Validation is a set of methods for judging a model’s accuracy in making relevant predictions. That information can be used by decision makers to determine the results’ applicability to their decision. While transparency can help readers understand what a model does and how it does it, validation is the only way for readers to determine how well it does it.

Validation is vital for both multi- and single-application models. For multiapplication models, a distinction should be made between validating in a general sense (e.g., as a “diabetes model” or “heart disease model”) versus validating for a specific application (e.g., the effect of a drug on glycemia in diabetes). For a single-application model, validation can be limited to that application.

It is not possible to specify criteria a model must meet to be declared “valid,” as if validity were a property of the model that applies to all its applications and uses for all time. First, because a model can have different levels of validity for different applications, the concept of validation should apply to particular applications, not to the model itself. Second, the required degree of accuracy depends on the question. For example, much less accuracy is needed to inform “Will this intervention increase or decrease costs?” than to answer “How much will this intervention cost?” A third reason applies to multiapplication models—they can and should change over time to keep up with new science, technologies, and evidence. Thus, all validation types should be conducted in the context of specific applications, and their reports should include the intended applications.

No matter how many validations are done, there will inevitably be uncertainty about some aspects of a model. Sensitivity analysis can be used to explore how a model’s results change on variation in inputs [6], but by itself, it does not evaluate how accurately a model simulates what occurs in reality. Sensitivity analysis is an important complement to validation, but not a substitute for it.

Types of validation

Five main types of validation are commonly described: face validity, verification (or internal validity), cross validity, external validity, and predictive validity. Face validity is the extent to which a model, its assumptions, and applications correspond to current science and evidence, as judged by people who have expertise in the problem. Verification addresses whether the model’s parts behave as intended and the model has been implemented correctly. Cross-validation involves comparing a model with others and determining the extent to which they calculate similar results. In external validation, a model is used to simulate a real scenario, such as a clinical trial, and the predicted outcomes are compared with the real-world outcomes. Predictive validity involves using a
model to forecast events and, after some time, comparing the forecasted outcomes with the actual ones. Each type of validation has methods, strengths, limitations, and best practices.

Face validity

Four aspects are particularly important for face validity: model structure, data sources, problem formulation, and results. Face validity is subjective; people who have clinical expertise should evaluate how well each model component reflects their understanding of the pertinent medical science, available evidence, and the clinical or administrative question at issue [42]. Information about the model and supporting evidence are obtained from documentation provided by the modelers. Information about the problem formulation and results is obtained from the application’s report.

Specific questions depend on the component being evaluated. For the structure, important questions are whether the model includes all aspects of reality considered important by experts, and whether they are related in ways consistent with medical science; for evidence, whether the best available data sources were used; for problem formulation, whether the setting, population, interventions, outcomes, assumptions, and time horizons correspond to those of interest; for results, whether they match experts’ expectations and, if not, whether the model can plausibly explain them. If perceived weaknesses exist in any of these aspects, the assessment should examine how well the authors have reported and explained the discrepancies, and their potential effects on the results. For example, if a model omits an important risk factor, have the modelers described the direction and potential magnitude of any resulting bias?

Evaluation of face validity can occur in several ways. The group that developed the model can appeal to members of the modeling group, people in the same organization who did not build the model, or external consultants. Any reader can perform his or her own evaluation. Peer review typically includes an evaluation of face validity. Because face validity is subjective, the evaluators should have no stake in the problem at issue. Ideally, the structure, evidence, and problem formulation should be assessed without knowing the results. As presently practiced, peer review of a model for publication is insufficiently consistent to be relied on for determining face validity.

Strengths and limitations. Face validation helps ensure a model is constructed and used in accord with most current medical science and best available evidence. This process enhances credibility with experts and increases acceptance of results. In addition, the evaluation can raise questions and force thinking that improves the model. If the results are counterintuitive but justified, exploring the causes can identify new hypotheses and stimulate additional data collection and research.

Face validation has several limitations, however. All models simplify reality, many to a very large extent. Thus, the structure may not be completely consistent with medical knowledge or beliefs and would not have face validity if strictly applied. For example, physicians know that representing a complex disease as a small number of discrete states is clinically unrealistic and that patients do not jump from one state to another at fixed time intervals as occurs in state-transition models. Despite these simplifications, for properly selected problems, state-transition models can be sufficiently accurate to meet the needs [3]. It can be very difficult for readers to determine in their heads whether a model has been properly simplified, oversimplified, or undersimplified for a particular problem.

Another limitation is that current medical evidence is incomplete and medical knowledge and beliefs can be wrong or can change. Insistence on expert agreement with all aspects of the model’s structure at any particular time can build misconceptions into a model. For example, until recently virtually all experts believed that raising high-density lipoprotein cholesterol would prevent cardiovascular events. Models excluding that presumed effect would have low face validity, yet a recent clinical trial contradicted the presumption [43].

A third limitation is that there are no unambiguous criteria to apply to judgments about a model or its application. Lacking these, it is easy for anyone who has a stake to be swayed. More specifically, virtually all modelers would say that their model has face validity. Anyone with a stake in the results may have a bias toward accepting a model if one likes its results, or rejecting it if not.

Best practices

VII-3 Validation should include an evaluation of face validity of a model’s structure, evidence, problem formulation, and results. A description of the process used to evaluate face validity should be made available on request. To the greatest extent possible, evaluation of face validity should be made by people who have expertise in the problem area, but are impartial, and preferably blinded to the results of the analysis. If face validation raises questions, these issues should be discussed in the report.

Verification

This type of validity (also called internal consistency, internal validity, or technical validity) [42,44–46] examines the extent to which the mathematical calculations are performed correctly and are consistent with the model’s specifications. The methods will depend on the model’s complexity. There are two main steps: verifying the individual equations and their accurate implementation in code. Equations and parameters should be validated against their sources. Coding accuracy should be checked by using state-of-the-art quality assurance and control methods for software engineering [45,46]. Examples of techniques include maintaining complete and up-to-date documentation of the code; conducting structured “walk-throughs” in which the programmer explains the code to other people who search for errors; verification of separate parts of a model one by one; double programming, in which sections of a model are programmed independently by two programmers; comparing a model’s results with hand calculations; sensitivity analysis; extreme value analysis; trace analysis, in which individual events and their timing are tracked; and identification of unnecessary detail that might increase the likelihood of errors. The choice of methods should be appropriate for a model’s complexity.

Strengths and limitations. Verification helps ensure there are no unintentional computational errors but does not evaluate the accuracy of the model’s structure or predictions. Parameters for the equations might be fitted using good data sources and technique, and the equations might be accurately coded, but the resulting model might still be inaccurate if the structure is poorly chosen. For example, if a question involving distance (D), rate (R), and time (T) is set up as \( D = \alpha + \beta 1 \cdot R + \beta 2 \cdot T \), instead of \( D = R \times T \), the parameters \( \alpha \), \( \beta 1 \), and \( \beta 2 \) can be estimated properly and the equation can be coded correctly, but the results could be wrong, depending on the ranges of \( R \) and \( T \). Verification will not identify such problems. Verification should also involve sensitivity analysis of all parameters, evaluating a broad range of input values to determine whether the direction and magnitude of model outputs behave as would be expected.

Best practices

VII-4 Models should be subjected to rigorous verification. The methods should be described in the model’s non-technical documentation. Pertinent results of verification should be made available on request.
Cross-validation
This method (also called external consistency, comparative modeling, external convergence testing, convergent validity, external consistency, model corroborations) involves examining different models that address the same problem and comparing their results [9,47–50]. The differences among the results and their causes are then examined.

Strengths and limitations. Confidence in a result is increased if similar results are calculated by models using different methods [9,13]. Comparisons across models can also be useful for methodological purposes. The meaningfulness of this type of validation depends on the degree to which the methods and data sources of the different models are independent. A high degree of dependency among models (e.g., using parameters from other models published earlier) reduces the value of cross-validation. Alternative structures and assumptions, such as with the seven independent Cancer Intervention and Surveillance Modeling Network breast cancer models, enhances the credibility of the cross-validation [48].

Best practices
VII-5 Modelers should search for modeling analyses of the same or similar problems and discuss insights gained from similarities and differences in results.

External validation
External validation compares a model’s results with actual event data. It involves simulating events that have occurred, such as those in a clinical trial, and examining how well the results correspond. For multiapplication models, external validations can be applied to the model in a general sense and to each application. They can also be applied to the model as a whole or to some components. It is important to perform multiple validations that cross the intended applications in the sense of involving a range of populations, interventions, outcomes, and time horizons. External validation can also be applied to model components, such as population creation, disease incidence (including effects of patient characteristics, risk factors, and behaviors), disease progression, care processes and behaviors, occurrence of clinical outcomes, and interventions and their effects (except for utilization and procedure outcomes, or financial costs—see limitations). Examples of component validation include using an epidemiological study to validate a model’s incidence equations and using biomarker progression in a trial’s control arm to validate physiologic equations. In contrast, simulation of an entire clinical trial tests several, or all, parts at once, and simulation of multiple trials tests the model’s accuracy in calculating multiple outcomes in multiple populations treated with multiple interventions.

External and predictive validation are critical as they most closely correspond to the model’s purpose—to help decision makers anticipate what will occur if they take certain actions. There are three main steps: identifying the data sources to simulate, conducting the simulation, and comparing results.

Identifying the data sources. Data sources must fulfill two requirements: 1) contain applicable data and 2) be sufficiently described to enable replication of design (information about the setting, population, treatment protocols, follow-up protocols, and outcomes) and progression (any changes in the design or conduct of the study over the follow-up period). Examples of data sources include population statistics, epidemiologic studies, clinical trials, claims data, and electronic health records.

Sources can be either formal or informal. A formal data source is one intended for research purposes and includes explicit planning and description of study design, selection criteria, data gathering and recording methods, intervention protocols, follow-up protocols, outcome definitions, specified follow-up time, and methods used to aggregate results and report outcomes. An informal data source is intended primarily for other purposes (e.g., clinical records, claims data). The distinction is important because simulating a source is difficult without explicit planning and descriptions. Whether formal or informal, the quality of sources can vary widely.

A validation is dependent if the same source was used both to estimate model parameters and to validate the model. A validation is partially dependent if the source was used to build or calibrate part of a model but that part by itself does not wholly determine the outcome to be validated. Thus, a source can be dependent for one part but “partially dependent” for another. A validation is independent if no information from the source was used to build the model. An independent validation is blinded if those performing the validation had no information about the outcomes in the source. For example, articles on the design and initial conditions of a trial can be used to try to predict its results. Even when a data source is unblinded, those conducting an independent validation should not allow information about the outcomes to influence the validation.

Calibration has been described as ensuring that the “inputs and outputs are consistent with available data,” [13] which may be dependent, partially dependent, or independent. A common form of calibration involves constraining the possible values for unobservable model parameters by matching model output to external data such as in cancer simulation [51]. Calibration reporting should include the target, goodness-of-fit metric, search algorithm, acceptance criteria, and stopping rule [51]. Thus, dependent validations are closely related to calibration, where data are used to fit model parameters.

Ideally, the validation plan and sources should be chosen before the results are known. Sources should be identified via a formal search by using established methods [52–55], selecting those that involve settings, populations, interventions, and outcomes similar to those the model addresses, and with the best designs (e.g., large size, representative population, formal protocol, detailed reporting, and recent). The choices might be made by an independent panel and should be justified and based on the intended model use, not on convenience or the likelihood of a successful validation outcome. Although it may be infeasible if the data are needed to build the model, studies chosen for validations should be independent. Models validated by partially dependent and even dependent validations can still be useful, however. Multiapplication models should be validated against as many “landmark” studies (those used by experts as the basis for their understanding of the disease) as possible.

First, external validation usually requires multiple data sources as a model will address various populations, interventions, outcomes, and settings. Second, populations and care processes vary across settings and it is important to explore how well a model simulates those. Third, it is important to validate the separate model parts. For example, a model can overestimate incidence, underestimate treatment effect, and still estimate mortality accurately, implying falsely that it is wholly valid.

Simulating the sources. The simulation should use information from the source such as population characteristics, treatment protocols, and outcome definitions. Data on intermediate outcomes might be used if actual practice deviated from the intended design. For example, if a trial’s design called for reducing low-density lipoprotein cholesterol to 100 mg/dL but increased to 145 mg/dL, it would be appropriate to use that information. The simulation setup should not be informed by the source health outcomes.

The simulation should be set up to match the source’s circumstances as closely as possible, including setting, target popula-
Comparing outcomes. The comparison of simulation outcomes with the actual source events should include the same statistical methods used by source investigators. For example, if source results are presented as Kaplan-Meier curves, too should the simulation’s results. If the source measures outcomes at various follow-up times, the validation should include the same times.

Reporting should include a description of the data source, simulation setup (matching characteristics and follow-up and any discrepancies), model and study uncertainty, and metrics used to assess consistency of model and study results [56]. Any factors known to affect outcomes but not described in the source or that could not be simulated accurately should be reported, along with how any discrepancies might affect the validation results.

The next task is to quantitatively explore how uncertainty and discrepancies in actual versus simulated design affect the results, and whether justifiable assumptions will diminish differences. If the use of justifiable assumptions causes convergence, the model’s results can be called “consistent with” actual results. The results of these sensitivity analyses should be reported along with the baseline analyses. The quantitative comparison of model results with actual ones will depend on the type of outcome. As it is rarely possible to match a source exactly, even highly accurate models might deviate and results should be interpreted cautiously. For a summary measure, one can report the proportion of results within any specified bound. Information about the source and simulation sample size can be used to calculate whether a measure is statistically significant.

For multiapplication models modified over time or when new evidence becomes available, external validations need to be re-done as an ongoing process.

Strengths and limitations. External validation tests the model’s ability to calculate actual outcomes. This type of validation is used throughout health care (e.g., confidence in CT scans is based on comparisons of scans’ results with actual physical findings), and, indeed, virtually every other scientific field.

External validation can address only the parts covered by data sources. Even if a model accurately predicts a dozen clinical trials, there is no guarantee that it will be accurate for the next trial. Unless there happens to be a data source directly applicable to an analysis, external validation cannot directly validate it. This very rarely occurs; if such a source existed, the model would not be needed. Another limitation is insufficient useful validation data.

The number of data sources may be limited. Data sources may omit or be vague about some information needed to set up an external validation properly. Even when the information on the source’s design exists, it may not accurately represent what happened because of changes during the study. Even if protocols are described perfectly and followed rigorously, factors that vary across settings and affect outcomes may not be reported or may not even be known. Person-specific data may be unavailable, forcing the use of aggregated data or assumed distributions of values. Accurate matching of aggregated results may not validate results for subpopulations.

Although informal sources are attractive because they represent “real practice,” their use is especially problematic because without a formal design, it is very difficult to determine what actually happened, given population turnover, practice pattern variations, selection biases, confounding, incomplete performance and adherence, and staggered adoption of new interventions. Many of these factors are not measured, and even when measured, they can be very difficult to simulate.

Another limitation is that the model might not include all elements needed to accurately simulate a source. It might not include all risk factors or comorbidities, all patient, physician, hospital, and health care system care processes or behaviors, or all features needed to calculate outcomes precisely as defined in a source protocol.

External validation is even more problematic for resource use and costs. Because of practice pattern variations, resource use triggered by clinical events differs across settings even when event rates are similar. As unit costs can vary widely across settings, costs are subject to similar problems.

Best practices
VII-6 There should be a formal process for conducting external validation that includes:

- Systematic identification of suitable data sources; justification of the selection; specification of whether a data source is dependent, partially dependent, or independent; description of which model parts are evaluated by each source.
- Simulation of each source.
- Comparison of results, including descriptions of:
  - Data source
  - Simulation set up
  - Discrepancies between source and simulation, and their implications
  - Discrepancies between simulation and observed results
  - Sensitivity analyses
- Quantitative measures of how well the model’s results match the source outcomes.

VII-7 Modelers should: make available on request a description of the external validation process and results; identify model parts that cannot be validated given lack of suitable sources; and describe how uncertainty about those parts was addressed.

VII-8 For multi-application models, modelers should describe criteria for determining when validations should be repeated and/or expanded.

Predictive validation
Predictive validation involves identifying an opportunity in which a study design can be specified, simulating that design, recording the predicted outcomes, waiting for events to unfold, and comparing them with predictions [13,57]. This process is most easily envisioned for clinical trials that have published their designs but not yet reported results, but can also be applied to cohort studies still in progress.
Strengths and limitations. Predictive validation is the most desirable type as it corresponds best to modeling’s purpose: predicting what will happen. It also ensures a completely independent validation, allowing no opportunities for altering the model to fit observed results. A limitation is that the results are necessarily in the future and rarely in time to be helpful for immediate decisions. They also require that there be a trial planned or in progress applicable to the decision at hand. Many models are built to synthesize the best available evidence and illuminate a policy decision for which no trial is ongoing, planned, or even feasible. At best, this validation method is applicable only for short–term outcomes when research is feasible.

This method is also subject to all the limitations of external validations; in particular, changes or breaches in design, and factors outside the control of the original study design such as the introduction of new technologies or changes in care practices. Thus, the best use of predictive validation is to simulate a clinical trial or other suitable data source that was initiated in the past but whose results are not yet known and will be announced in the near future.

This type of validation is most useful for multiple–use models that are expected to be in service after the source’s results are revealed.

Best practices

VII–9 When feasible with respect to the decision being addressed and a future source’s availability, a model should be tested for its prediction of future events. Builders of multiple–use models should seek opportunities to conduct predictive validations.

Interpretation of validations

Ultimately, whether a model is sufficiently valid or accurate for a particular application must be determined by those who would use its results. The best practices described here are intended to provide users with the information needed to determine how useful a model and its results can be expected to be for their purposes. We recommend that users of a model examine validation results with four criteria:

- Rigor of the process;
- Quantity and quality of sources used;
- Model’s ability to simulate sources in appropriate detail; and
- How closely results match observed outcomes, initially and after making justifiable assumptions about uncertain elements.

Conclusions

We have described methods and recommended best practices for making models transparent and validating them. These principles are essential for enabling readers and potential users to understand how a model works and to judge its expected accuracy when applied to particular problems. Not all models will be able to achieve all these best practices, and inability to do so does not necessarily imply a model is not useful. Modelers should strive, however, to achieve these best practices. Beyond the limitations of transparency and validation described above, it is important to understand that models are only that; they are not reality. Models are developed to help decision makers when the questions are too complex for the human mind. Well–described and validated models can provide invaluable insights that cannot be obtained otherwise.
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