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Notation and Conventions

LetU = (Cq, ..., Cp, Eq, ..., E;, X4, ..., X;,) be avector random variable consisting of the
“true” costs C, effectiveness measures E, and covariates X forindividualsi = 1,...N .

C, E, and X are each possibly multidimensional, comprising, differenttypesj = 1, .../, k =
1,..K,l=1,..Landtime pointst = 1, ...T of cost c;;, outcome e;; and covariate

X measurements.
Let U ~ fg, where 6 parameterizes the joint distribution f of costs, effectiveness and
covariates.

6 is the key object of inference for cost-effectiveness analysis
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Notation and conventions (continued)

LetM = (mcq111, .. Meyrn, Me111) -0y MekTN, Mx1115 - My ) DE @ vector variable of
binary missing-data indicators, where for example, m.;;; = 0 if cost type j is missing for
subject i attime ¢, and = 1 if it is observed.
Let M ~ 7y, where ¢ parameterizes the ‘process that causes missing data’ (Rubin DB. Inference and
missing data. Biometrika 1976;63:581-592.)
LetV =M - U + (1 — M)-NA be the vector variable of outcomes and covariates as
collected, with unobserved values replaced by “NA”.
Given an actual realization of a missing data pattern 1, partition each element of U (the

“true” data) and of I/ (the “collected” data) into components (u, 1) and (v, v1)
corresponding to values where m = 0 (missing), and m = 1 (observed), respectively.

tcqy = Ugqyis known, but @ oy is unobserved.
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m=20
1/9/2011  Control 73 NA 71 NA NA 0 1 NA NA
1/1/2011 Control 99 3 87 (] 0 0 £ 6,823
1/5/2011  Control 94 82 53 0 0 0 £ 7,478
1/10/2011  Control MA 1 91 65 0 0 0 £ 6,297
1/3/2011  Control a1 MNA 20 MNA 1 MNA MNA NA
100748  1/6/2011  Control 98 1 a8 87 | 0 0 0 £ 4,788
100776  1/1/2011  Control 96 1 87 69 54 0 0 0 £ 6,021
100816  1/1/2011  Control 93 NA a1 66 5. 0 0 1 £ 6,758
100059  1/1/2011  Treat NA 2 77 A 1 NA NA NA
100102  1/9/2011  Treat 92 1 26 NA A 0 0 0 £ 8,746
100139  1/9/2011  Treat 78 4 76 68 0 1 MNA £ 9,711
100193  1/9/2011  Treat 81 3 MNA 1 75 0 0 1 £ 7,923
100204  1/1/2011  Treat MNA 1 91 85 0 1 MNA £ 9,355
100274  1/1/2011  Treat 24 1 20 77 0 0 1 £ 9,874
100569  1/9/2011  Treat 93 1 86 84 23 0 0 0 £ 8,264
100795  1/3/2011  Treat 73 1 76 75 78 1 MNA NA NA
100856  1/1/2011  Treat a3 NA 24 32 82 0 1 NA £ 6,656
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Key Question: what can we infer about the f, that generates true data U given thatwe
observe ity o fy that generates the collected data I/?

Ignorable missingness:

T4 AL fo: the process that generates the missingness is distinct from the process that generates
the true data. (Missing Completely At Random - MCAR)

Tg AL fo |¥(1): the process that generates the missingness is distinct from the process that
generates the true data, conditional on the observed data. (Missing at Random - MAR)

Non-ignorable missingness

g AL fo [(T(1), (o)) : the process that generates the missingness is only distinct from the

process that generates the true data after conditioning on observed and unobserved data.
(Missing Not at Random - MNAR)

Means we cannot “ignore” the process that generated the missing data.
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A taxonomy of approaches to missing data:
< IPW
R

Non- Stochastlc
(Slngle)
Ignorable Chained
Equations
-

Hot-Deck <
Multlple
Nearest-
Neighbor

ACA

Full Joint
Model
EM
Algorithm

Additive
Sen5|t|V|ty <

Maximum
Likelihood

Direct
GEWSTS
Fully
Bayesian

Analysis
Proportlonal

Non- Ignorable
Ignorable el Viethods +
Pattern Mixture
Models
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What is special about HEOR?

Regulatory literature is mostly focussed on missing data for clinical outcomes

Most HEOR is focussed upon cost, health-related quality of life (HRQoL), and utility data

Cost and utility data have very particular distributions (e.g. highly skewed cost data with many Os,
EQ-5D index data with many 15s)

Cost and utility/HRQoL can be strongly correlated (e.g. 0 cost associated with high utility)

HEOR requires more tailored approaches to report and account for missing data

13
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What is special about HEOR?

* HEOR requires more tailored approaches to report and account for missing data

3

But very few studies focus on missing data for HEOR

14
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Missing data methods in HEOR

A literature review was conducted to understand methodological approaches used to
account for missing data in cost-effectiveness analyses (CEA)

16 studies were identified
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Missing data methods in HEOR

* 16 studies were identified

g—
All data (outcomes and explanatory variables)

Generic outcome

]

What type of

missing data was The majority of studies
addressed? — Cost & HRQoL jointly looked at cost and/or

™~ HRQoL specifically

HRQoL (incl. PROs)

16
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Missing data methods in HEOR

* 16 studies were identified

</ "y

The maijority of studies
looked at economic
— evaluations alongside RCTs

In what context was
missing data
addressed? -

Not specified

17
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Missing data methods in HEOR

* 16 studies were identified

What type of
method was used to
address missing
data?

Inverse probability weighting

Pattern mixture

www.ispor.org

9 studies used multiple

imputation )

>10 different types of Ml
approaches were investigated

NOTE: some articles were review articles or
provided general guidance



19

ISPOR

Missing data methods in HEOR

16 studies were identified

Was any guidance
provided in the use
of methods to
account for missing =
data?

www.ispor.org

3 studies provided practical
guidance
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Missing data methods in HEOR

Few studies have investigated methodological approach to account for missing data
specifically in the context of CEA

The majority of studies are focussed on outcomes (vs. also explanatory factors), data from
RCTs, and on MI method

There was a large variety of data manipulation and MI methods used
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Disclaimer

“The views expressed in this presentation are those of the speaker. Therefore, nothingin
this presentation should be construed to represent FDA's views or policies.”
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Terminology

Missingness—the existence of missing data and the mechanism that explains the reason for the data being
missing
Missing data mechanisms

MCAR

MAR

MNAR

Proportion of missing data— directly related to the quality of statistical inferences
Missing data occur at two levels
Unit level or item level
Patterns of missing data
Univariate, monotone, arbitrary
Statistical methods
Direct imputation (LOCF, BOCF), MMRM, MI, weighting, etc.

Assumptions and patterns of missingness to determine statistical methods

MCAR, MAR, MNAR
assumptions of analytic models
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* To provide a practical guidance
on how to handle missing data in
within-trial CEAs:

*  the analysis should be based on a
plausible assumption for the
missing data mechanism

*  the method chosen for the base-
case should fit with the assumed
mechanism

*  sensitivity analysis should be
conducted to explore to what extent
the results change with the
assumption made

25

1157-11°T0
8 ]

Fharmaon Eoonormios (2014 )
DT 1001080 TndrZ TE 01 411

www.ispor.org

PRACTICAL APPLICATION

A Guide to Handling Missing Data in Cost-Effectiveness A nalysis
Conducted Within Randomised Controlled Trials

Rita Faria - Manuoel GGomes - David Epstein -
Lanm K. White

Puoblished cnline: 29 Faly 2014

@ The Anthonis) 3014, This arficle is poblished with apen acaess at Springerhink. com

Abstract Missing dsta e a frequent problem in cost-
(CEA) within a randomised con-
trollad trial. Inappropeiate methods to handle missing data
can lead o misleading mesolts and oltimately can affect the

sdon of whether an intervention is pood value for
money. This article provides practical goidance on how o
handle missing data in within-rdal CEAs following a
principled approach: (i) the amlysis should be based on a
plansible assumption for e mBsing data meehand
whether the probabdity that data are missing is independent
of or dependent on the observed andior mobserved valoes:;
(i) the method chosen for the base-case should fit with the
assnmed mechanim; and (i) sensitivity amalysis shoold
be conducted i explore to what extent the resulis changs
wiith the assum piio padk . This approach i
in three stages, which are described in detai
tive amlysis o inform the assomption on the missing data
{2) how 1o choose batween aliemative

e e s

Electronic supplementary material  The online vemion of s
artice {dai: 101 O0EL02TE01 440 195-3) contins mopplementary
maserial, which is available to amborized msers.

R Faria @) - . Epstein
Centre for Heakh Boonamics, Univesity of York, Heslington,
Yok YOI0 SDD, UK

e-mail: Tt nevesdefiria Sy ook ac ok

M Gomes
Drepartmend of Healsh Sarvices Reseaxh and Policy, London
Schoal of Hygiene md Tmopical Medicine, London, UK

Dv. Epsiein
Department of Applied Economics, University of Granada,
Granada, Spain

L R Whise
Medical Research Coonal Biosatstics Unit, Cambridge, TTK

methaods given their wnderdying ssaumptions: and (30
methods for sems y analysis The case sudy ilusrates
how b apply this appeoach in practiocs, including software
oode. The article concludes with recommendations  for
practice and sugpestions for fuwre research.

Key Points for Dedsdon Makers

Missing data are a freguent problem in cost-
effectivensss analysis within a randomised clindcal
wrial.

Different methods of handing missing data can ywield
different results and affect deci 15 o the value for
money of healthcare interventions.

The chados of method should be grounded in the
assumed missing data mechanism, which in torm
should be informed by the available evidenos.

The impact of altermtive ssumptions aboot the
misaing data meehandsm should be caefully assessed
in sensitiwvity analysis.

1 Nt oo ot oa

Decisions on whether new imerventions are coat effective
and should be offered by healthesre services ae often
informed by a cost-effectivensss amlysis (CEA) wnder-
taken withi randomised controllad trial (RCT), refamrad
W as & within-trial CEA. Missing dats occwr frequentdy in
RCTs: patie may e lost o follow-op, guoe. i
may be losi or wnreiomed and responses o i

£ Adis
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* Three stages in the analysis:

*  Stage 1— descriptive analysis to inform
the assumption on the missing data
mechanism

*  amount of missing data by trial
group at each follow-up period

*  missing data patterns

* association between missingness
and baseline variables

* association between missingness
and observed outcomes

*  Stage 2—how to choose between
alternative methods given their
underlying assumptions

*  should fit with the assumption
regarding the missing data
mechanism and account for the
uncertainty

*  handle the particular
characteristics of CEA data

26

Pharmaon Foonomios (30143 %2 1157-1170
D01 100100 Ttz T5014-0193- 5

www.ispor.org

PRACTICAL APPLICATION

A Guide to Handling Missing Data in Cost-Effectiveness A nalysis
Conducted Within Randomised Controlled Trials

Rita Faria - Manuoel GGomes - David Epstein -
Lanm K. White

Puoblished cnline: 29 Faly 2014

@ The Anthonis) 3014, This arficle is poblished with apen acaess at Springerhink. com

Abstract Missing dsta e a frequent problem in cost-
effectivensss analysis (CEA) within a randomised con-
trollad trial. Inappropeiate methods to handle missing data
can lead o mi imately can affect the

el iz pood value for
guidance on how o
al CEAz following a
should be based on a

sible asswmption for e mBsing data meeheand s L
whether the probabdity that data are missing is indepee it
of or dependent on the observed andior mobserved valoes:;
(i) the method chosen for the base-case should fit with the
assumed mechanism; and (i) se iz should
be conducted i explore to what extent the resulis changs
with the ssumption made. This approach is implementad
in three stages which are described in detail: (1) descrip-
tive amlysis o inform the assomption on the missing data

mechandsm; {2) how 1o choose batween aliemative

Electronic supplementary material  The online vemion of s
article {dai=10. 1 O0TEH02T3.01 440 1935.3) contins mopplementay
maserial, which is available to amborized msers.

E. Faria =13 - . Epstein

Centre for Heakh Eoonomics, Univesay of Yori, Heslington,
Yok YOI0 SDD, UK

e-mail: rita nevesdefaria Ey ok ac ok

M Gomes
Drepartmend of Healsh Sarvices Reseaxh and Policy, London
Schoal of Hygiene md Tmopical Medicine, London, UK

Dv. Epsiein
Department of Applied Economics, University of Granada,
Granada, Spain

L R Whise
Medical Research Coonal Biosatstics Unit, Cambridge, TTK

methaods given their wnderdying ssaumptions: and (30
methods for semitivity analysis The case sudy ilusrates
how b apply this appeoach in practics cluding software
oode. The article concludes with recommendations  for
practice and sugpestions for fuwre research.

Key Points for Dedsion Makers

ing data are a frequent problem in ocost-
effectivensss analysis within a randomised clindcal
wrial.

Drifferent methods of handling missing data can yield
different results and affect decisions on the value for
money of healthcare interventions.

The chados of method should be grounded in the
assumed missing data mechanism, which in torm
should be informed by the available evidenos.

The impact of altermtive ssumptions aboot the
misaing data meehandsm should be caefully assessed
in sensitiwvity analysis.

1 Nt oo ot oa

Decisions on whether new imerventions are coat effective
and should be offered by healthesre services ae often
informed by a cost-effectivensss amlysis (CEA) wnder-
mken within a randomised controllad tral (RCT), refamrad
W a5 8w -trial CEA. Missing dats oocor fiee.
R Ta: s may be lost o follow-ap, guoe: reE fres.
may be losi o uwnreinmed and responses o




ISPOR

—  Stage 2—how to choose, cont'd.

. Missing Baseline Values
. mean imputation and Ml are suggested options
. Complete Case Analysis, Available Case Analysis and Inverse

Probability Weighting
. CCA are valid under MCAR

. IPW is suitable for a monotonic pattern of missing
data

. Single Imputation

. mean imputation valid for missing baseline
variables

. Last-value carried forward (LVCF) can bias
parameter estimates

. single imputation methods are not appropriate to
handle missing data on outcomes

. Multiple Imputation
. Ml can handle both monotonic and nonmonotonic
missing data under MAR and can be modified to
handle MNAR
. two approaches to implementing MI: joint
modelling (MI-JM) and chained equations (MICE)
. MI-JM assumes multivariate normal distribution
. MICE accommodates non-normal distributions
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Stage 2—how to choose, cont’d.
. Likelihood-Based Methods

. Likelihood-based models
assume MAR conditional on
the variables

. Likelihood-based methods
can produce similar results
to MI

. rely on the correct
specification of
. the model, including its
parametric assumptions
. wrong specification of
the model may impact
results
«  Stage 3—methods for sensitivity analysis
to MAR

. selection models and pattern
mixture approaches

. Selection models using a weighting
approach tends to fail for large
departures from MAR
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methaods  given eir underdying  sssomptions: and (3)
methods for semn wity analysis The case sody ilosrates
how tor apply this appeoach in practice, including software
oode. The article concludes with recommendations  for
practice and sugpestions for fumre reseach.

Key Points for Decision Makers

Missing data are a freguent problem in cost-
effectivensss analysis within a randomised clindcal
wrial.

Different methods of handing missing data can ywield
different results and affect decisions on the value for
money of healthcare interventions.

The chados of method should be grounded in the
assumed missing data mechanism, which in torm
should be informed by the available evidenos.

The impact of altermtive ssumptions aboot the
misaing data meehandsm should be caefully assessed
in sensitiwvity analysis.

1 Nt oo ot oa

Decisions on whether new imerventions are coat effective
and should be offered by healthesre services ae often
informed by a cost-effectivensss amlysis (CEA) wnder-
mken within a randomised controllad tral (RCT), refamrad
irial CEA. Missing data aocur [uqu_uﬂ_-,- in
RCTs: patients may be lost to follow-ap, gue: E ires
may be losi or wnreiomed and responses bo individoal
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Table 4 Recommendations for pracacoe

Recomme ndatiomn Cormame it s

Stage 1: Descriptive analysis

29

1.1 Conduct descriptive analysis of the data:
= Proportion of missing data by wial group at each follow-up

period

Missing data pattern

Mssociation berwoen missingness and bascline variables

Mssociation berweoen missingness and obscrved cutcomes

PR

1. Discuss among the trial team (rialists. clinbcians, orial
management group. eto ) the possible mechanismms and reasons
for missing data

1.3 Make an assumption on the missing data mechanism based
on the informmation collected in 1.1 and 1.2

1.4 Stoare the assumption on the missing data mechanism and
justify the choice of assumption

1.5 Report HR-OL.. resource use and costs (if applicable) by
wearment group prior to imputation

Stage 2: Choosing and Implementing a Method to Handle BMMissing data

2.1, Choose a method to handle the missing data in accordance
with the assumed missing data oechanism

2.2, State up front any other assumptions required for the
analysis
2.3, Include all randomiscd individuals with follow-up data

2.4, Imputc missing bascline covariates with mean imputation or

2.5, MI scems the most widely applicable method of anaby sis:
= The imputation model should include all covariates related o
missingness, related to outcomes and any variable inchuded in
the analysis modcl
= NI should be implemented scparatcly by Teatment allocation
= The rumber of imputations should be at least greater than the
proportion of missing data
= Predictive mean matching andfor oansformations in MICE
can help with CEA data that s non-normal distribated
- Costs can be imputed at a resource use bewvel or as costs
- 2ALYs can be imputed at HRA4OL domain lewvel. at the
index score level or as ALYSs
2 .6. Likelibood-based models are a sensible alternative to WT bt
can be more difficult to mplement

2.7, IPW methods are useful if the missing data patern is
OOt or o

2 8. Other ad hoc methods (e.g. complete case. mean imputation
or last-value carried forward) should be avoided

2.9, The meothod chosen to handle missing data can be validatcd
by comparing results with an alernative method thart makes the
same assumption on the missing data mechanism (e.gz.
likelibood-hased model vs. MMT with the same covariates)h

Report the descriptive analysis that was conducted to inform the
assumption on the missing data mechanism

MNote that the descriptive analysis can distinguish betweoen NMOAR .
CI-MOCAR and MAR. but it cannot rale out MNMMNAR

Complete case analysis (with the baseline covariates related with
missing data incleded in the analysis model) for CD-RACA R, BT or
lik elibood-base muodel for MAR, ITPW for monotonic missing data
wnder RC AR CID-RMOC AR or MAR

e.z. whether missing data in individual resource use items are
assumed o be zero

Individuals with data only at bascline may be excluded from the basc
case bur should be incluoded in a scenario to make the analvsis oulwy
intention- o -treat

MI is more complex, and may be less efficient, than mean imputation

MI can be implemented with chained cguations ( MI-MICE) or by
joint modelling (MI-JMM). which assumes multivariate normality.
The curmrent evidence base does not allow for storict recommendations
for one approach over another

Likelihood-based models avoid the imputation step but only
covariates allowed for the analysis model can be imchaded. They can
be difficult to implement when costs or health outcomes arne
disaggregated

IFPW avoids the imputation step but its reliability is depondent on the
model specification

They cannot incorporate the uncertaing nbherent in missing data, and
often make implausible assumptions about the missing data
e hand st

If using MI. the imputation model can be validated by comparing the
distributon of observed and itnpured data
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Tahle 4 continued
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Recommendation

Comments

2.10. If using MI, report resource use, HR-QOL scores (if
imputed at this level), costs and QALY's by treatment group after
imputation. Results after imputation should be compared with
the descriptive analysis pre-imputation

Stage 3: Sensitivity analysis to the MAR assumption

3.1. Sensitivity analysis explores the robusiness of the results to
alternative assumptions on the missing data mechanism:

» The methods proposed here (weighting approach or an
additive shift of imputed values) are straightforward and
informative

32, Interpret the results of the sensitivity analysis in light of the
understanding of the disease and the trial context (see 1.2.)

Pattern mixture and selection models can be difficult to implement

Does the allocation decision (i.e. is the intervention likely to be cost
effective?) change given plausible changes in the assumption on the
missing data mechanism?

CD-MCAR covariate-dependent missing completely at random, CEA cost-effectiveness analysis, HR-QOL health-related quality of life, [PW
inverse probability weighting, MAR missing at random, MCAR missing completely at random, M! multiple imputation, MI-JM MI: joint
modelling, MI-MICE MI: chained equations, MNAR missing not at random, (QALYs quality-adjusted life-years
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* This article reviews how missing
cost-effectiveness data were
addressed in trial-based CEA by
examining:

— the extent of missing data
— how these were addressed in the
analysis

— whether sensitivity analyses to
different missing data assumptions
were performed

* The article also provides a critical
review of findings and
recommendations to improve
practice
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SUMMARY
Cost-efectiveness analyses (CEA) conducted alongside randomised trials pro-
wvide key evidenc

for informing healtheare decision making, but missing data
pose substantive challenges. Recently, there have been a number of develop-
ments in methods and guidelines addressing missing data in trials. However,
it is unclear whether these developments have permeated CEA practice. This
paper critically reviews the extent of and methods used to address missing data

in recently published trial-based CEA

Issues of the Helth Technology Assessment journal from 2013 to 2015 were
searched. Fifty-two eligible studies were identified. Missing data wene wery com-
mon: the median proportion of trial participants with complete cost-effective-
ness data was 63% (interguartile range: 47%81%). The most commaon
approach for the primary analysis was to restrict analysis to those with com-
plete data (43% ), followed by multiple imputation (30% k. Half of the stdies con-
ducted some sort of sensitivity analyses, but only 2 (4%} considered possible
departures from the missing-at-random assumption .

Further improvements are needed to address missing data in cost-effectiveness
jde randomised trisls, These should Socus on limiting

analyses conducted along

the extent of missing data, choosing an appropriate method for the primary
analysis that is valid under contextually plausible assumptons, and conducting

sensitivity analyses o departures from the missing-at-random assumption.

KEYWORDS
st efiectivenes analysi., missing data, w6 ple i mpurttion, randomisd amtrolled trisk, smifvity
analysis
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HTA publications 2013-15
N=236

Not randomised trial
n=145

No economic evaluation

n=17

—>

Feasibility
n=9

Y

Full text retrieved
N=65

Excluded n=13
Not RCT n=5
Feasibility n=2
Not within-trial CEA n=6

A 4

Included
N=52
(n=47 with missing data)
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SLIMM ARY

Cost-efectiveness analyses (CEA) conducted alongside randomised trials pro-
wide key evidence far informing healtheare dedision making, but missing data
pose substantive challenges. Recently, there have been a number of develop-
ments in methods and guidelines addressing missing data in trials. However,
it is unclear whether these developments have permeated CEA practice. This
paper critically reviews the extent of and methods used to address missing data
in recently published trial-based CEA

Issues of the Helth Technology Assessment journal from 2013 to 2015 were
searched. Fifty-two eligible studies were identified. Missing data were wery com-
mon; the median propaortion of trial partidpants with complete cost-effective-
ness data was 63% (interguartile range: 47%-81%). The most common
approach for the primary analysis was to restrict analysis to those with com-
plete data (43% ), folloaed by multiple imputation (30% ). Halfof the studies con-
ducted some sort of sensitivity analyses, but only 2 (4%} considered possible
departures from the missing-at-random assumption .

Further improvements are needed to address missing data in cost-effectiveness
analyses conducted alongside randomised trials. These should focus on Hmiting
the extent of missing data, choosing an appropriate method for the primary
analysis that is walid under contextually plausible assumptions, and conducting
sensitivity analyses o departures from the missing-at-random assumption.
KEYVWORDS

cxmt-eBiectiveres analysic, mising data, mul  ple §mputstion, mndomised antmolled trisk, semivity
analysis
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TABLE 1L Characteristics of inchuded studies (i = 52)

General charascteristics
Publication year
2013
2014
2015
CEA time frame
0—-11 months
12 months
=24 months
Follow-up design
Continuous {(time to event)
One follow-up assessment
Repeated assessments
Effectiveness measure
QALY
Binary
Clinical scale score
Time o recovery
MMissinmg data
Report exact number of complete cases
Proportion of complete cases™
Proportion complete effectivencss data (i = 47)
Proportion complete cost data (i = 440)
Driffers between costs and effectivencss®™
Tes, more cost data missing
Yes, more effect data missing
Mo
No missing {(<<5%)
Unclear
D ffers between arms®
Yes
MNo
No missing {(<<5%)
Unclear

Note. TQR = interguartile rangs: QALY = quality-adjusted life year.

*Proporton of trial participants with complete cost-effectiveness data. An upper bound was esed if exact number not reported.
"MMore than 5% difference in the proportion of partcipants with complete cost or effectiveness data.

“More than 5% difference in the proportion of complete cases helwesn arms.

14
15
23

22
19
11

20
a3
L8 e ]
079

W

(IQR)

38

(0. 47—0.81)
(0.55-0.86)
(0. BT—0.92)

]
19
42
10
23

19
62
10
10

www.ispor.org
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TABLE 2 Methods for handling missing data in pimary analysis (n = 47)

Primary analysis method n %

Complete-case analysis 20 43
Multiple imputation 14 30
Other—single methods
Inverse probability weighting 1 2
Bayesian model, missing data as unknown parameter 1 2
Other—ad hoc hybrid methods™ 8 17

Using a combination of

Mean imputation”

Regression imputation®

Inverse probability \.'.'eighling‘I

Assuming failure when outcome missing

Multiple imputation

Last observation carried forward
Unclear

e R P

“Ad hoc hybrid method = several approaches to missing data combined, for example, using mean imputation for missing individual resource use
items and multiple imputation for fully incomplete observations.

"Mean imputation = replacing missing values by the average across other participants.

“Regression imputation = replace missing values by predicted value based on observed variables.
“Tnverse probability weighting = analysing complete data, weighted according to their modelled probability of being observed. These methods are
presented in more details in other references (Baio & Leurent, 2016; Faria et al,, 2014).
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SLIMM ARY

Cost-efectiveness analyses (CEA) conducted alongside randomised trials pro-
wvide key evidence for informing healthcare dedsion making, but missing data
pose substantive challenges. Recently, there have been a number of develop-
ments in methods and guidelines addressing missing data in trials. However,
it is unclear whether these developments have permeated CEA practice. This
paper critically reviews the extent of and methods used to address missing data
in recently published trial-based CEA .

Issues of the Helth Technology Assessment journal from 2013 to 2015 were
searched. Fifty-two eligible studies were identified. Missing data wene wery com-
mon;: the median proportion of trial participants with complete cost-efective-
ness data was 63% (interquartile range: 47%81%). The most commaon
approach for the primary analysis was to restrict analysis to those with com-
plete data (43% ), folloaed by multiple imputation (30% ). Halfof the studies con-
ducted some sort of sensitivity analyses, but only 2 (4%} considered possible
departures from the missing-at-random assumption .

Further improvements are needed to address missing data in cost-effectiveness
analyses conducted alongside randomised trials. These should focus on Hmiting
the extent of missing data, choosing an appropriate method for the primary
analysis that is walid under contextually plausible assumptions, and conducting
sensitivity analyses o departures from the missing-at-random assumption.
KEYWORDS
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TABLE 5 Eeview o indicaios based on ecommendations eritera (n = 47)

Criterion™

Prevent

AL Maximise response rabe

A2 Alternative dats gou roes

AR Monitor osmple enes

Frimary

Bl Asmumption for primary anslysis

B2 Appropriate primary method

Sermitivity

Cl. Discuss departures from the primary assomplion
C2. Corsider brosd range of &m0 mpeiions

C3. Methad valid wnsder these ssomplions
Repaort

D1 Missing dats by endpoint, am, and Gme point
D2 Digcuss ressons for missng dats

O3 Dreseribes meduods usesd amd sssomgelions

DA Conclusons in light of missng dats

“See Figure 3 and Appendix B for definidon of sach criterion

Met®

35
10
17

17
17

i
2
2

29
14
17

1

o #% BBER

da da

wEER

R

beiE2r

26
3
i

57
57

Ln)
96
96

38
6
64
a8
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Urnclear

n =
0 0
0 0
0 0
3 &
3 &
0 0
0 0
0 0
0 0
0 0
0 0
[} [}

"Report demomstratesevidence of hading fllooed this recommendation. Nat met if the recommendat on was not fllowed ornot mentioned . Dnolaarif
some suggestions the aieria may hae been met but information not dear enoogh. Se= Appendic B for de@iled definitions and method alogy used
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Recommendations

Alternative sources should also be considered to minimize missing information, for
example, administrative data or electronic health records
Report details of the pattern of missing data
The choice of CCA for the primary analysis approach is difficult to justify in the presence of
repeated measurements
Consider approaches valid under more plausible MAR assumptions and making use of all
the observed data, such as

MI

Likelihood-based repeated measures models

Bayesian models
Appropriate methods for sensitivity analysis

Selection models

Pattern-mixture models
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* Objective: This paper presents practical guidance on
the choice of Ml models for handling missing PROMs
data based on the characteristics of the trial dataset.
The comparative performance of complete cases
analysis.

* Methods: Realistic missing at random data were
simulated using follow-up data from an RCT
considering three different PROMs (Oxford Knee
Score (OKS), EuroQoL 5 Dimensions 3 Levels (EQ-5D-
3L), 12-item Short Form Survey (SF-12)). Data were
multiply imputed at the item (using ordinal logit and
predicted mean matching models), sub-scale and
score level; unadjusted mean outcomes, as well as
treatment effects from linear regression models were
obtained for 1000 simulations. Performance was
assessed by root mean square errors (RMSE) and
mean absolute errors (MAE).

www.ispor.org
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thods provided similar

Conclusions: Ma s, including the
ftems within the PROM and numbers of
consideration when choosing an imnp

svalence of missing data in the study, sample size, the number of
vithin the indiidua s, and planned analyses ne

del for missing PRO data
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Instruments

The 5-year follow-up data for three patient reported outcome measures:

The Oxford Knee Score (OKS): an instrument designed to assess outcomes following a
knee replacement in RCTSs. It consists of 12 five level items, and the composite score
ranges from 0 to 48, with higher scores indicating better outcomes.

The SF-12: a 12-item generic health measure, with higher scores indicating better
outcomes. The SF-12 generates two subscales, the physical component summary
score (PCS) and the mental health component summary score (MCS).

EQ-5D-3L: a utility questionnaire assessing participants’ health state based on their
mobility, self-care, usual activities, pain/discomfort and anxiety/depression. Scores
of 1 indicate full health, 0 indicates a health state equal to death, and scores lower
than 0 indicate health states worse than death.
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Fig. 3 RMS5E in the OKS composite score estimates (observed missing data patterns). Abbreviations: MAR — Missing at random; Ml — Multiple
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Table 3 Impact of the different analysis approaches on the trial concusion

www.ispor.org

Analysis approach Treatment effect (95% CI) Number of participants included
Complete cases analysis 09(-26 44) 167
MI at the composite score level 07 (28 42 200
M at the subscale level 07 (=27 4.1) 200
MI at the item level (ologit) 09(-25 43 200
MI at the item level (PMM) 06(-27 39 200
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Recommendations

Imputation at the item/subscale level may provide more precise estimates of treatment
effect compared to the imputation at the composite score level or CCA

Imputation at the item/subscale level is often infeasible and prone to convergence
Appropriate sensitivity analysis to assess the impact of missing data

45
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Gianluca Baio, PhD, MSc
Professor of Statistics and Health Economics
University College London (UCL)
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Health technology assessment (HTA)

Objective: Combine costs & benefits of a given intervention into a rational scheme for allocating resources, increasingly often
under a Bayesian framework
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Health technology assessment (HTA)
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Objective: Combine costs & benefits of a given intervention into a rational scheme for allocating resources, increasingly often
under a Bayesian framework

Estimates relevant population
parameters 6

Varies with the type of available
data (& statistical approach!)
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Health technology assessment (HTA)

Objective: Combine costs & benefits of a given intervention into a rational scheme for allocating resources, increasingly often
under a Bayesian framework

Ae = fe(0)

Ac = fc(6)
e Estimates relevant population e Combines the parameters to obtain a
parameters 6 population average measure for costs

and clinical benefits

Varies with the type of available
data (& statistical approach!) e Varies with the type of available data
& statistical model used
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Health technology assessment (HTA)

www.ispor.org

Objective: Combine costs & benefits of a given intervention into a rational scheme for allocating resources, increasingly often
under a Bayesian framework

Ae = fe(0)
Ac = fc(6)

Estimates relevant population
parameters 6

Varies with the type of available
data (& statistical approach!)

e Combines the parameters to obtain a
population average measure for costs
and clinical benefits

e Varies with the type of available data
& statistical model used

ICER = g(Ae, A¢)
EB = h(Ae, Ac k)

Summarises the economic model by
computing suitable measures of
“cost-effectiveness”

Dictates the best course of actions,
given current evidence

Standardised process
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Health technology assessment (HTA)

Objective: Combine costs & benefits of a given intervention into a rational scheme for allocating resources, increasingly often
under a Bayesian framework

® Assesses the impact of uncertainty (eg in
parameters or model structure) on the
economic results

o Mandatory in many jurisdictions (including

NICE)
7 \ o Fundamentally Bayesian!
/ \
4 \
/ \
/ \
7/
, N Be =Te(8) ICER = g(Ae, Ac)
// \Ae = fe(6) EB = h(Ae, Ac; k)
\
/ \

o Estimates relevant population ® Combines the parameters to obtain a ® Summarises the economic model by

parameters 6 population average measure for costs computing suitable measures of

N . . and clinical benefits “cost-effectiveness”

e Varies with the type of available 5 .

data (& statistical approach!) e Varies with the type of available data e Dictates the best course of actions,

& statistical model used given current evidence

e Standardised process
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“Standard” Statistical modelling — Individual level data in HTA

HRQL data Resource use data Clinical outcome
ID Trt ug Ul . uy co c1 cy Yo Y1 yJ
1 1 032 066 ... 0.44 103 241 80 Y10 Y11 Yy1J
2 1 0.12 0.16 . 0.38 1204 1808 877 Y20 Y21 Yo7
3 2 049 055 ... 0388 16 12 22 Y30 Y31 ... Y3J

yi; = Survival time, event indicator (eg CVD), number of events, continuous measurement (eg blood pressure), ...
u;; = Utility-based score to value health (eg EQ-5D, SF-36, Hospital Anxiety & Depression Scale), ...
c;; = Use of resources (drugs, hospital, GP appointments, ...)
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“Standard” Statistical modelling — Individual level data in HTA

HRQL data Resource use data Clinical outcome
D Trt uo u1 cee Uy co c1 Yo Y1 Y
1 1 032  0.66 0.44 103 241 Yo Yi1 Y1g
2 1 0.12 0.16 0.38 1204 1808 Y20 Y21 Y2g
3 2 0.49 0.5 0.88 16 12 Y30 Y31 ... Y3J

yi; = Survival time, event indicator (eg CVD), number of events, continuous measurement (eg blood pressure), ...
u;; = Utility-based score to value health (eg EQ-5D, SF-36, Hospital Anxiety & Depression Scale), ...
c;; = Use of resources (drugs, hospital, GP appointments, ...)

@ Compute individual QALYs and total costs as
J

e; = Z (uij +uij,1)

i=1

4
2

J
and Cc; = E Cijy

=0

{with: 0j =

Time; — Time,; 1
Unit of time

www.ispor.org
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“Standard” Statistical modelling — Individual level data in HTA

HRQL data Resource use data Clinical outcome
ID Trt uo uy . uy co c1 cy Yo Y1 Y
1 1 M 23 032 066 ... 044 103 241 80 Y10 Y11 e Y1g
2 1 M 0.12 0.16 . 0.38 1204 1808 877 Y20 Y21 Yo7

3 2 F 19 049 055 ... 088 16 2 e 220 Y30 Y31 ... Y3J

yi; = Survival time, event indicator (eg CVD), number of events, continuous measurement (eg blood pressure), ...
u;; = Utility-based score to value health (eg EQ-5D, SF-36, Hospital Anxiety & Depression Scale), ...
c;j = Use of resources (drugs, hospital, GP appointments, ...)

@ Compute individual QALYs and total costs as
J 5. J . .
- - . he'l o whe 5. — Jime; — Time;
e; = Z (wij + uij—1) 5 and ¢; = ch, [wuth. 8 = Ui ime
j=1 j=0
@ (Often implicitly) assume normality and linearity and model independently individual QALYs and total costs by controlling
for baseline values
€ = Qe+ Qeluoi + Qe2Trt; + e [+ -], €ei ~ Normal(0, o¢)
¢ = Qo+ ae1coi + acaTrty +eci [+, eci ~ Normal(0, o)
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“Standard” Statistical modelling — Individual level data in HTA

HRQL data Resource use data Clinical outcome
ID Trt uo uy . uy co c1 cy Yo Y1 Y
1 1 032 066 ... 0.44 103 241 80 Y10 Y11 Yy1J
2 1 0.12 0.16 . 0.38 1204 1808 877 Y20 Y21 Yo7

3 2 049 055 ... 0388 16 12 22 Y30 Y31 ... Y3J

yi; = Survival time, event indicator (eg CVD), number of events, continuous measurement (eg blood pressure), ...
u;; = Utility-based score to value health (eg EQ-5D, SF-36, Hospital Anxiety & Depression Scale), ...
c;; = Use of resources (drugs, hospital, GP appointments, ...)

@ Compute individual QALYs and total costs as

J 5. J Ti Ti
o 4 o ) ime; — Time; _1
e; = wij +uij—1) = and ¢; = g Cij with: §; = ——2 7~
i E 1( ij ij—1) 2 g - vy 7 Unit of time
Jj= j=

@ (Often implicitly) assume normality and linearity and model independently individual QALYs and total costs by controlling
for baseline values
€ = 0o+ elUpi + eaTrty + eei [+ .. ], €ei ~ Normal(0, o¢)

¢ = Qo+ ae1coi + acaTrty +eci [+, eci ~ Normal(0, o)

© Estimate population average cost and effectiveness differentials and use bootstrap to quantify uncertainty
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What's wrong with this?...

e Potential correlation between costs & clinical benefits

Strong positive correlation — effective treatments are innovative and result from intensive and lengthy research = are associated with
higher unit costs
Negative correlation — more effective treatments may reduce total care pathway costs e.g. by reducing hospitalisations, side effects, etc.

Because of the way in which standard models are set up, bootstrapping generally only approximates the underlying level of correlation —
Bayesian methods usually do a better job!
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What's wrong with this?...

e Potential correlation between costs & clinical benefits

Strong positive correlation — effective treatments are innovative and result from intensive and lengthy research = are associated with
higher unit costs

Negative correlation — more effective treatments may reduce total care pathway costs e.g. by reducing hospitalisations, side effects, etc.

Because of the way in which standard models are set up, bootstrapping generally only approximates the underlying level of correlation —
Bayesian methods usually do a better job!

e Joint/marginal normality not realistic
- Costs usually skewed and benefits may be bounded in [0; 1]
- Can use transformation (e.g. logs) — but care is needed when back transforming to the natural scale
- Should use more suitable models (e.g. Beta, Gamma or log-Normal) — generally easier under a Bayesian framework
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What's wrong with this?...

e Potential correlation between costs & clinical benefits
- Strong positive correlation — effective treatments are innovative and result from intensive and lengthy research = are associated with
higher unit costs
- Negative correlation — more effective treatments may reduce total care pathway costs e.g. by reducing hospitalisations, side effects, etc.

- Because of the way in which standard models are set up, bootstrapping generally only approximates the underlying level of correlation —
Bayesian methods usually do a better job!

e Joint/marginal normality not realistic
- Costs usually skewed and benefits may be bounded in [0; 1]
- Can use transformation (e.g. logs) — but care is needed when back transforming to the natural scale
- Should use more suitable models (e.g. Beta, Gamma or log-Normal) — generally easier under a Bayesian framework

e ... and of course Partially Observed data

- Can have item and/or unit non-response

- Missingness may occur in either or both benefits/costs

- The missingness mechanisms may also be correlated

- What exactly to adjust for, at baseline — available vs complete cases!



ISPOR

Bayesian approach to HTA

e In general can represent the joint distribution as p(e, ¢) = p(e)p(c | e) = p(c)p(e | ¢)
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Bayesian approach to HTA

e In general can represent the joint distribution as p(e, ¢) = p(e)p(c | e) = p(c)p(e | ¢)

Marginal model for e

www.ispor.org

ei ~ple]| ¢ei, Te)
ge(dei) = ao [+.. ]
pe = go ' (ao)

¢e; = location
T = ancillary
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Bayesian approach to HTA

e In general can represent the joint distribution as p(e, ¢) = p(e)p(c | e) = p(c)p(e | ¢)

ci ~plc|e dei, Tec)

ge(dei) = Po + Pr(e:s — pe) [+ ..

e = g2 " (Bo)

®.; = location
7. = ancillary

1

..

Conditional model for ¢

Marginal model for e

Tec

] Me ﬂl

1
1

¢)ic

ST

Ci

€ Te

www.ispor.org

e; ~ple| dei, Te)
ge(Ppei) = ao[+.. ]
pe = g5 (o)

¢i = location
T = ancillary
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Bayesian approach to HTA

e In general can represent the joint distribution as p(e, ¢) = p(e)p(c | e) = p(c)p(e | ¢)

Marginal model for e
Conditional model for ¢ L= mm————

\
ci ~ple| e deisTe) ei ~ple| deir Te)

[.] pl Bio o He ]
ge(@ei) = Po + Bies — pe) [+...] / : ge(pei) = ao [+ .. ]
pe = g; " (Bo) * / ' v pe = go ' (ao)

Tc ¢ic : ¢ie
" 1 )
¢.; = conditional mean \ l \\ ¢ei = marginal mean
T. = conditional variance 1 Te = Mmarginal variance
(& | €i Te
\ 1
L - ‘
e For example:
e; ~Norma|(¢>ei,7-e), bei = [+...], e = @

¢i | e; ~ Normal(gei, 7e),  ¢ei = Bo+ Bi(es — pe) [+, pe = 5o
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Bayesian approach to HTA

e In general can represent the joint distribution as p(e, ¢) = p(e)p(c | e) = p(c)p(e | ¢)

Marginal model for e

Conditional model for ¢ L= mm———— N
4 \
ci ~ple e peis Te) [ . ] He 51 |I He [ . ] ‘I e; ~ple| ¢ei,Te)
9e(0et) = o+ Brles —pe) [+ | a/// | 9e(dc) = a0+ ]
—1¢4 " | v X .
e o ) e = 9 (@)
Te ¢’iC : (z)ie :
" \ X A
¢ci = conditional mean \ l \\ ' $e; = marginal mean
Tc == shape ! | Te = marginal scale
Te/¢ei = rate ¢ L e o
\ . !
e Forexample: ST TTmmmos
.~ Bet, ) 1— ., logit(db..;) = — _ep(ag)
€ eta(feie, ( Pei)Te), ogit(dei) = oo [+...], He 1+exp(ag)

Ci ‘ € ~ Gamma(ch TC/(z)(:i)a |Og(¢ui) - ‘8() + 51 (ei - ,Ufe.) [+ . -]7 He = exp(ﬁ())
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Bayesian approach to HTA

e In general can represent the joint distribution as p(e, ¢) = p(e)p(c | e) = p(c)p(e | ¢)

. Marginal model for e
Conditional model for ¢ L= mm————

A}
ci ~plc|e dei, Tec) e; ~ple| pei, Te)

[.] Ml Bio o He ]
ge(Pei) = Bo + Brle: — pe) [+ .. ] / v 9e(¢ei) = ao [+ ]
He :9;1<ﬁ30) * / I ! : p.e:ggl(ozo)

1
Tc ¢)ic |
1 .
¢.; = conditional mean \ l \\ ¢ei = marginal mean
T. = shape 1 Te = marginal scale
Te/dei = rate Ci | €;
\

e For example:

e; ~ Beta(geite, (1 = ei)Te), logit(¢ei) = o [+, pe = pobloa)s
ci | e; ~ Gamma(te, Te/bci),  10g8(dei) = Bo + Pi(ei — pe) [+...],  pe = exp(Bo)

e Combining “modules” and fully characterising uncertainty about deterministic functions of random quantities is relatively
straightforward using MCMC
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Bayesian approach to HTA
e In general can represent the joint distribution as p(e, ¢) = p(e)p(c | e) = p(c)p(e | ¢)

Marginal model for e
Conditional model for ¢ L= mm————

ci ~plc|e dei, Tec) e; ~ple| pei, Te)

[. . ] ,Ulc 51 |I ,LLe e ‘|
g<'(¢(:i> = Bo + B1 (51' = pe) H’ . . ] / : gc(¢ei) = o [+ .. ]
He :9;1<ﬁ30) D / I y : p.c:ggl(ozo)

Te ¢)’iC : (z)ie
¢.i = conditional mean \ l \\ bos = marginal mean
To o ohape ! T = marginal scale
Te/bei = rate ¢ | e -
\ ,l
e For example: - ---- -
e; ~ Beta(geiTe, (1 — ¢ei)Te), logit(¢e;) = ao [+...], fe = %

ci | e; ~ Gamma(te, Te/bci),  10g8(dei) = Bo + Pi(ei — pe) [+...],  pe = exp(Bo)

e Combining “modules” and fully characterising uncertainty about deterministic functions of random quantities is relatively
straightforward using MCMC
e Prior information can help stabilise inference (especially with sparse data!), eg

- Cancer patients are unlikely to survive as long as the general population
- ORs are unlikely to be greater than £5
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Known unknowns?...
Missing cost (2003-2009)

Others

D

M

Cond

Lin Ext |:| 2

1

T T T T J
5 10 15 20 25 30

Number of articles
Missing effectiveness (2003-2009)

T T T T 1
5 10 15 20 25 30

Number of articles

www.ispor.org

Gabrio et al. (2017). PharmacoEconomics Open, 1(2), 79-97
Missing cost (2009-2015)

T
5 10 15 2 25 30
Number of articles

Missing effectiveness (2009-2015)

-

Number of articles



4 ISPOR www.ispor.org

(Bayesian) Missing data in HTA Selection models
MCAR (e, c)

Model of missingness for ¢ Model of analysis for (¢, e) Model of missingness for e

(>-@—0)

O Partially observed data

O Unobservable parameters

© Deterministic function of random quantities
[0 Fully observed, unmodelled data

O Fully observed, modelled data

e m¢; ~ Bernoulli(me;); logit(mei) = Yeo
® m; ~ Bernoulli(me;); logit(mei) = Yeo
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(Bayesian) Missing data in HTA Selection models
MAR (e, c)

Model of missingness for ¢ Model of analysis for (¢, e) Model of missingness for e

(O>-@—0)

O Partially observed data

O Unobservable parameters

© Deterministic function of random quantities
[0 Fully observed, unmodelled data

O Fully observed, modelled data

) . K
e m.; ~ Bernoulli(,;); logit(me:) = Yeo + D_p—q VekTeik
o m.; ~ Bernoulli(7¢;); logit(mei) = Yeo + 3‘//7,| YehTeih
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(Bayesian) Missing data in HTA Selection models
MNAR (e, c)

Model of missingness for ¢ Model of analysis for (¢, e) Model of missingness for e

0

(O>@—0)

O Partially observed data

O Unobservable parameters

© Deterministic function of random quantities
[0 Fully observed, unmodelled data

O Fully observed, modelled data

. . K
e m.; ~ Bernoulli(me;); logit(mes) = Yeo + D1 YekTeik + VeK+1€i
e m¢; ~ Bernoulli(m;); l0git(ei) = Yeo + b | Veh@eih + YeH41Ci
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(Bayesian) Missing data in HTA Selection models
MNAR ¢; MAR ¢

Model of missingness for ¢ Model of analysis for (c, €) Model of missingness for e

N\

:

\
/

—@0—@

©

O Partially observed data

O Unobservable parameters

© Deterministic function of random quantities
O Fully observed, unmodelled data

O Fully observed, modelled data

) ) K
e me; ~ Bernoulli(me;); logit(7ei) = Yeo + D_j—q YekTeik + VeK+1€i
e m; ~ Bernoulli(m;); logit(mei) = veo + S,’LI YehTeih

6
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(Bayesian) Missing data in HTA Selection models
MAR e; MNAR ¢

Model of missingness for ¢ Model of analysis for (c, €) Model of missingness for e

N\

:

—00Q

©

O Partially observed data

O Unobservable parameters

© Deterministic function of random quantities
O Fully observed, unmodelled data

O Fully observed, modelled data

® Mej ~~ Bernou”'(ﬂ-ei); Ioglt(ﬂ-e') = Ye0 + Zk:l YekZTeik
) : . H
e m.; ~ Bernoulli(mg;); logit(mes) = Ye0 + Dp—q YehTeih + YeH+1Ci

6
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Motivating example: MenSS trial
e The MenSS pilot RCT evaluates the cost-effectiveness of a new digital intervention to reduce the incidence of STl in young men
with respect to the SOC

- QALYs calculated from utilities (EQ-5D 3L)
- Total costs calculated from different components (no baseline)
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Motivating example: MensSS trial

e The MenSS pilot RCT evaluates the cost-effectiveness of a new digital intervention to reduce the incidence of STl in young men

with respect to the SOC

- QALYs calculated from utilities (EQ-5D 3L)
- Total costs calculated from different components (no baseline)

www.ispor.org

Partially observed data

Time Type of outcome observed (%) observed (%)
Control (n1=75)  Intervention (n2=84)
Baseline utilities 72 (96%) 72 (86%)
3 months utilities and costs 34 (45%) 23 (27%)
6 months utilities and costs 35 (47%) 23 (27%)
12 months utilities and costs 43 (57%) 36 (43%)
Complete cases utilities and costs 27 (44%) 19 (23%)
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Motivating example: MensSS trial Skewness & “structural values”

e The MenSS pilot RCT evaluates the cost-effectiveness of a new digital intervention to reduce the incidence of STl in young men
with respect to the SOC
- QALYs calculated from utilities (EQ-5D 3L)
- Total costs calculated from different components (no baseline)
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Cost-effectiveness analysis (1)

Cost-Effectiveness Plane

oo - ICER=8368
< IcER=-473
8.=-0002 (-0.045,0012)

8,=-18(-125.89)

2,20041(-0.004,0.086)

a=-18(-12589)
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Effectiveness differential

Probability of Cost-Effectiveness
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Normal & Independent outcomes

Cost-Effectiveness Acceptability Curve
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Modelling Gabrio et al. (2018). https://arxiv.org/abs/1801.09541 + SiM (in press)
@ Bivariate Normal

- Simpler and closer to “standard” frequentist model
- Account for correlation between QALYs and costs
,Ufct

Conditional model for c | e 0” Marginal model for e
cit | eir ~ Normal(¢eit, Yet) / eit ~ Normal(dest, Yet)
Peit = pet + Bt(eir — Het) bet =

= pet + at(uoit — ot)

/ iet = pet + arug;,

€it +—1het
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Modelling Gabrio et al. (2018). https://arxiv.org/abs/1801.09541 + SiM (in press)
@ Bivariate Normal
- Simpler and closer to “standard” frequentist model
- Account for correlation between QALYs and costs
@ Beta-Gamma

- Account for correlation between outcomes
- Model the relevant ranges: QALYs € (0, 1) and costs € (0, o)
- But: needs to rescale observed data e, = (e,;f — e) to avoid spikes at 1

Conditional model for ¢ | e™

i Het qut

cit | ejy ~ Gamma(Yetbeit, Yet) Marginal model for e*

log(dcit) = pret + Bt(efy — pet) Beta (;"3'“; mo(le 0;8 YYet)
~ eitWPet, — Peit et

Yet ¢zct ¢zet |Oglf(¢en) = pet + ot (uoit — Got)

/ = pet + arud;,

r et
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Modelling Gabrio et al. (2018). https://arxiv.org/abs/1801.09541 + SiM (in press)
@ Bivariate Normal

- Simpler and closer to “standard” frequentist model
- Account for correlation between QALYs and costs

@ Beta-Gamma

- Account for correlation between outcomes

- Model the relevant ranges: QALYs € (0, 1) and costs € (0, o)

- But: needs to rescale observed data e, = (e;+ — €) to avoid spikes at 1
© Hurdle model

- Model e;+ as a mixture to account for correlation between outcomes, model the relevant ranges and account for structural values
- May expand to account for partially observed baseline utility wq;+
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Model for the structural ones i
d;¢ = I(e;y = 1) ~ Bernoulli(7;y)

logit(m;¢) = X1t Xt dit mt
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Modelling Gabrio et al. (2018). https://arxiv.org/abs/1801.09541 + SiM (in press)
@ Bivariate Normal
- Simpler and closer to “standard” frequentist model
- Account for correlation between QALYs and costs
@ Beta-Gamma

- Account for correlation between outcomes
- Model the relevant ranges: QALYs € (0, 1) and costs € (0, o)
- But: needs to rescale observed data e, = (e;+ — €) to avoid spikes at 1

© Hurdle model

- Model e;+ as a mixture to account for correlation between outcomes, model the relevant ranges and account for structural values
- May expand to account for partially observed baseline utility wq;+
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Modelling Gabrio et al. (2018). https://arxiv.org/abs/1801.09541 + SiM (in press)
@ Bivariate Normal
- Simpler and closer to “standard” frequentist model
- Account for correlation between QALYs and costs
@ Beta-Gamma

- Account for correlation between outcomes
- Model the relevant ranges: QALYs € (0, 1) and costs € (0, o)
- But: needs to rescale observed data e, = (e;+ — €) to avoid spikes at 1

© Hurdle model

- Model e;+ as a mixture to account for correlation between outcomes, model the relevant ranges and account for structural values
- May expand to account for partially observed baseline utility wq;+

Conditional model for c | e* 'U'Ct/t #;&1 Uy Xt
cit | €5y ~ Gamma(verbeit, et ) | / \ i/
log(dcit) = Het + Br(ejy — Het)
Pet Pict ~— Het Piet Yet Mixture model for e

‘,// e'}t =1
<1 ) et ~ Beta (¢eirtet, (1 — deit)Wet)
€it Cit

logit(peit) = nSyt + ot (ugit — Got)

1
? =gt +arudy,
Cit Tit—> €, 1 <1
Model for the structural ones it ejy = mitegy + (1 Wzt)eit
d; :=I(e;y = 1) ~ Bernoulli(7;) oy = (1 — ﬁt)#il T
e ¢

logit(m;¢) = X1t Xt dit mt



2 ISPOR

Results

Control

mean (90% HPD)

0.90 (0.88; 0.93)

Hurdle Model 0.88 (0.85; 0.91)

0.88 (0.86; 0.91)

Beta-Gamma 0.88 (0.85; 0.90)

0.90 (0.88; 0.93)

Bivariate Normal 0.87 (0.85; 0.90)

Complete cases only
All cases (missing at random, MAR)
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Complete only vs all cases
Intervention

mean (90% HPD)

0.90 (0.87; 0.94)

Hurdle Model 0.90 (0.86; 0.94)

0.88 (0.85; 0.92)

Beta-Gamma 0.91 (0.88; 0.94)

90 (0.87; 0.94)
92 (0.88; 0.95)

oo

Bivariate Normal
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Results
Control

mean (90% HPD)

220 (118; 329)

Hurdle Model 198 (111; 282)

231 (105; 347)

Beta-Gamma 200 (111; 286)

207 (128; 288)

Bivariate Normal 234 (154; 321)

0 200 400 600
costs (£)

Complete cases only
All cases (missing at random, MAR)
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Complete only vs all cases
Intervention

mean (90% HPD)

234/(93; 377)

Hurdle Model 193 (84; 307)

228 (91; 363)

Beta-Gamma 189 (83; 303)

190 (123; 254)

Bivariate Normal 187 (122; 256)

0 200 400 600
costs (£)
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Bivariate Normal
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Cost differential
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Cost-effectiveness analysis (2)

Cost-Effectiveness Plane

1000 K=20000 Hurdle model
- Beta-Gamma
- Bivariate Normal

o1

00
Effectiveness differential

« ICER -1627
« ICER -594
« ICER -1067

o2

Probability of Cost-Effectiveness

075

025

www.ispor.org

More complex modelling

Cost-Effectiveness Acceptability Curve

== Hurdle mode| == Beta-Gamma = Bivariate Normal
= MNARL = “MNAR2 = *MNAR3
== MNAR4

10000 20000 30000
Willingness to pay
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missingHE: a R package to deal with missing data in HTA

Objective: Run a set of complex models to account for different level of complexity & missingness

diagnostics

Gabrio et al. (2018). https://arxiv.org/abs/1801.09541
https://github.com/giabaio/missingHE
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Conclusions

e A full Bayesian approach to handling missing data extends standard “imputation methods”
- Can consider MAR and MNAR with relatively little expansion to the basic model
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https://github.com/giabaio/missingHE
http://www.statistica.it/gianluca/BCEA
https://github.com/giabaio/BCEA

= [SPOR

Conclusions

e A full Bayesian approach to handling missing data extends standard “imputation methods”
- Can consider MAR and MNAR with relatively little expansion to the basic model

e Particularly helpful in cost-effectiveness analysis, to account for
- Asymmetrical distributions for the main outcomes
- Correlation between costs & benefits
- Structural values (eg spikes at 1 for utilities or spikes at o for costs)
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Conclusions

e A full Bayesian approach to handling missing data extends standard “imputation methods”
- Can consider MAR and MNAR with relatively little expansion to the basic model

e Particularly helpful in cost-effectiveness analysis, to account for
- Asymmetrical distributions for the main outcomes
- Correlation between costs & benefits
- Structural values (eg spikes at 1 for utilities or spikes at o for costs)

e Need specialised software + coding skills

- R package missingHE under development to implement a set of general models
- Preliminary work available at https://github.com/giabaio/missingHE

prior

list("mu.prior.e"=mu.prior.e,"delta.prior.e"=delta.prior.e)
model

run_model (data=data,model.eff=e~1,model.cost=c~1,
dist_e="norm",dist_c="norm", type="MNAR_eff", stand=FALSE,
program="JAGS" , forward=FALSE, prob=c(0.05,0.95),n.chains=2,n.iter=20000,
n.burnin=floor(20000/2),inits=NULL,n.thin=1,save_model=FALSE,prior=prior
)

- Eventually, will be able to combine with existing packages (eg BCEA: http://www.statistica.it/gianluca/BCEA;
https://github.com/giabaio/BCEA) to perform the whole economic analysis


https://github.com/giabaio/missingHE
http://www.statistica.it/gianluca/BCEA
https://github.com/giabaio/BCEA
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Thank you!
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Sign up as a Special Interest Group Member

HEOR RESOURCES ~ STRATEGIC INITIATIVES ~ CONFERENCES & EDUCATION  PUBLICATIONS  MEMBER GROUPS  HEOR CAREERS

 Visit ISPOR webpage www.ispor.org

] Special Interest Groups
[ ] CI Ick M em ber G rou ps Special interest groups enable ISPOR members to identify key topics in HEOR and

initiate platforms to focus on these topics.

e Select

Become a Member to Join a Special Interest Group

* Need ISPOR membership number

° For more information, e_mail Persor “ Join an Active Special Interest Group (open to ISPOR members only)
sigs@ispor.org —

e . Special Interest
! Group



