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CONCLUSION

This investigation highlights the efficiency of GPT-4 over traditional SLR methods. Practically, attaining a 95% concurrence rate with a two-review human process is challenging. The outstanding accuracy of GPT-4, comparable to
SME, suggests substituting one review of the traditional approach with a GPT-4 review to expedite the screening process. Future research should explore these benefits across language models and assess the impact of diverse
prompts on outcomes
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» A comprehensive description of the entire process is presented in Figure 1

« Systematic literature reviews (SLRs) are crucial for evidence-based « Both a human reviewer and GPT-4 conducted the screening of 985
decision-making and involve extensive literature searches and _ _ _ _ publications based on the titles and abstracts
analysis. The procedure is time-consuming due to the enormous Figure-1: First stage screening using GPT-4
number of publications’= » A total of 18.78% of publications were considered for inclusion by GPT-4

| Reviewer-1 /( . _ In comparison to 15.12% by a human reviewer

« The Al-based Large Language Model (LLM) can streamline the Human BICOS and Reviewer-2
labor-intensive process of SLRs, leveraging its remarkable search queries . Using predictive analytics, the overall agreement i.e., accuracy with GPT-
performance in its ability to quickly and accurately analyze large 4 and the human reviewer was 94.91%
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volumes of textual data using advanced natural language processing
(NLP) algorithms  The sensitivity and specificity of GPT-4 were determined from the

* The growing utilization of Al in the field of research is propelled by its ; l respectively

confusion matrix values depicted in Figure 2, yielding 95.30% and 94.85%
widespread potential, offering distinct advantages over conventional / \ / p . \
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methods of conducting SLRs Prompt optimization from * While both screening techniques identified all relevant publications, the

Title and abstract-based ICOS human reviewer required an additional 10 hours to assess the 985
Al notably reduces human errors and workload, increases screening y publications thoroughly
productivity, ensures quick turnaround, and maintains consistency (Manual)
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Figure 2: Confusion matrix to calculate performance matrices
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 Embase®, Medline®, and Cochrane were searched to identify : Accuracy - FN o TN -
relevant randomized controlled trials (RCTs) in patients with - - > Sensitivity % % G C
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A subject matter expert (SME) with over a decade of experience in ‘ ______ '_:fe_c_'f'_o_" _________________ - -
conducting SLRs optimized and fine-tuned the final prompt, \ /
delivered through a Python API to identify evidence meeting key
Inclusion and exclusion criteria
 The model performance was evaluated using the confusion matrix which identifies o Accuracy = TP+TN — 94919
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« Comparison of the screening results obtained via Al and human the accuracy between actual and predicted values .., AR
reviewer was C.ondu-c.ted_to evaluatg agreement levels a.nd assgss o True Positive (TP) o Sensitivity = TP — 95.30%
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