
• Electronic health records (EHR) are a unique data source that provide the 

ability to analyze real world patient data to obtain insight into the patient 

journey. 

• Natural language processing (NLP) is a method of EHR notes analysis that 

transforms unstructured narrative data to structured data, allowing 

researchers the ability to systematically analyze provider notes on a large 

scale.

• EHR notes are unstructured, heterogeneous, and idiosyncratic, with some 

notes rich in content and others sparse. 

• One of the challenges prior to the analysis of EHR notes is optimal note 

selection that provide the necessary data. However, NLP methods are 

largely in the domain of clinical concepts extraction. 

• A targeted literature review was conducted to identify current NLP 

methodology for clinical concepts extraction in EHR notes. Searches were 

performed in April 2024 in the PubMed database, limited to human studies 

published in English. 

• Articles were reviewed and themes studied and categorized, with a focus 

on current techniques and existing challenges that must be addressed to 

realize the full potential of unstructured notes. 

• The literature on optimal note selection strategy methods that 

exists is inadequate, lacks clarity, and requires much needed 

precision. The focus is primarily on use cases of NLP and 

challenges in information extraction rather than note selection 

strategies. 

• Improvements in EHR note search and selection strategies 

are needed. Manually reviewing EHRs as a note selection 

strategy can be time-consuming and inefficient.

• NLP screening allows for large scale note selection using 

keywords. However, optimal note selection methodology 

beyond keyword searches is often required to assess 

treatment over time or to understand sequence of events, 

especially when notes lack the sufficient detail.

• Current gaps in practice are: 

– (1) limited recognition of relationships between clinical 

concepts (such as treatment and outcome relationships)

– (2) difficulties in extraction of temporal information to 

understand timing of clinical events and/or disease 

progression

• The complexity, diversity, and noisiness of unstructured note 

data make efficient extraction of relevant clinical information 

difficult. 

• Areas of opportunities for advances in methodology include 

focusing on semantic relationships and word embeddings to 

allow for the extraction of relations and patterns in clinical 

notes. 
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OBJECTIVE
The objective of this targeted literature review is to examine studies on NLP 

use in this area to provide recommendations on which methods require 

advances to aid in optimal note selection. 
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Use Cases Challenges

Clinical knowledge acquisition and 

information extraction8,15

• Complex, massive, heterogeneous, 

and noisy1,7,8 

• Extracting relevant clinical 

information due to unstructured 

nature of notes1,5 

• Relation and pattern extraction12 

• Capturing semantic relationships 

(relationship between a verb and its 

arguments)11,15,16,17 

• Capturing temporal relations11 

• Capturing social determinants of 

health (SDoH) in EHRs13 

• Capturing social risk factors2 

• Extracting semi-structured text in 

medical notes6 

Supplementing codified data with 

unstructured data7 

• Combining codified data and 

unstructured data efficiently7

• Quantifying the presence, absence, 

and strength of relationships 

between different features7 

Automated note de-identification4,9 • Information altered due to overlap 

between clinical information and PHI 

information9 

Measure relationship between 

clinical features, capture drug side 

effects and symptoms, and disease 

phenotyping7 

• Dependent on quality of training 

data7 

Patient identification on the basis of 

EHR information10,11,12 

• Moderate accuracy9 

• Compare against ICD code 

algorithm detection12  

Rank ordering medical terms for 

patient comprehension3 

• Does not need a large number of 

training examples, but does require 

a training dataset with a rich set of 

learning features3 

Using topic models to classify text14 • Selecting the most effective topic 

model is a non-trivial task14 

RESULTS 
• Various searches were applied, with the goal of finding articles specifically 

addressing extracting information or concepts from unstructured notes. The 

final search included the following terms:

– (“electronic health record” OR “electronic health records” OR “electronic 

medical record” OR “electronic medical records” OR “electronic patient 

record” OR “electronic patient records” OR “EHR“ OR “EMR” OR “EPR”) 

AND (“concept extraction” OR “information extraction”) AND (“natural 

language processing” OR “NLP") AND (“notes selection”) NOT 

(Review[Publication Type])

• The searches conducted in PubMed identified 18 records for review, with 

17 with free full-text.  

• Table 1 presents use cases and related challenges identified from this 

targeted literature review.

SUMMARY 
EHR notes can generate valuable real-world data. However, 

there are gaps in current methods in note selection processes. 

More research focusing on scalable note selection strategies 

beyond the challenges of information extraction is needed but 

made difficult by the noisiness of notes (i.e., heterogeneity in 

content, verbiage, and formatting; redundancies and duplicated 

clinical narratives across notes of multiple visits for a single 

patient). Future research should focus on strategies for parsing 

out redundancies and irrelevant details and better capturing 

temporal information to gain insight on relations and patterns of 

clinical features and symptoms.

Table 1. Use Cases and Challenges to EHR Notes Selection and 
Data Extraction Using NLP
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