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A Flexible, Likelihood-Based Method for

We developed a flexible, likelihood-based approach to estimating underlying distributions from reported quantile
Information, the interval regression (IR) approach.

The procedure is implemented in R and combines interval regression with the density function for observation i in a
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The literature on meta-analyses is focused on three kinds of statistics often reported, usually
referred to as scenarios 1, 2, and 3: 2
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In cases where a normal distribution can be assumed, the method presented by Luo et al. 2018? %\\ .
is considered superior for the mean, and the method by Wan et al. 20142, is considered best for oo s 0.10- 2
estimating SD. However, these quantiles tend to be reported when the distribution is not normal. m
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the interval regression approach.
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