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Targeted Learning for answering statistical and
causal questions with confidence intervals

Causal Question

Closest Statistical Target

Untargeted Estimate

Closer to truth
(but still too far)

Uncertainly still not
accurately quantified

Causal Frameworks

Best Statistical
 Estimate

Closest to truth

Accurately quantify
uncertanty

Causal frameworks
minimize causal gap

Machine + Targeted Learning
minimize statistical gap

Machine Learning

Targeted Learning
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Targeted Learning is a subfield of statistics

Springer Series in Statistics

Targeted Learning 
in Data Science
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Causal Inference for Complex
Longitudinal Studies

van der Laan & Rose, Targeted
Learning: Causal Inference for
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Better clinical decisions from observational data

Research Article
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Targeted learning in real-world
comparative effectiveness research with
time-varying interventions
Romain Neugebauer,a*† Julie A. Schmittdiela and
Mark J. van der Laanb

In comparative effectiveness research (CER), often the aim is to contrast survival outcomes between exposure
groups defined by time-varying interventions. With observational data, standard regression analyses (e.g., Cox
modeling) cannot account for time-dependent confounders on causal pathways between exposures and out-
come nor for time-dependent selection bias that may arise from informative right censoring. Inverse probability
weighting (IPW) estimation to fit marginal structural models (MSMs) has commonly been applied to properly
adjust for these expected sources of bias in real-world observational studies. We describe the application and
performance of an alternate estimation approach in such a study. The approach is based on the recently pro-
posed targeted learning methodology and consists in targeted minimum loss-based estimation (TMLE) with
super learning (SL) within a nonparametric MSM. The evaluation is based on the analysis of electronic health
record data with both IPW estimation and TMLE to contrast cumulative risks under four more or less aggressive
strategies for treatment intensification in adults with type 2 diabetes already on 2+ oral agents or basal insulin.
Results from randomized experiments provide a surrogate gold standard to validate confounding and selection
bias adjustment. Bootstrapping is used to validate analytic estimation of standard errors. This application does
the following: (1) establishes the feasibility of TMLE in real-world CER based on large healthcare databases; (2)
provides evidence of proper confounding and selection bias adjustment with TMLE and SL; and (3) motivates
their application for improving estimation efficiency. Claims are reinforced with a simulation study that also
illustrates the double-robustness property of TMLE. Copyright © 2014 John Wiley & Sons, Ltd.

Keywords: targeted learning; marginal structural model; inverse probability weighting; efficiency gain; com-
parative effectiveness; diabetes

1. Introduction

In comparative effectiveness research (CER), a frequent aim is to contrast survival outcomes between
exposure groups defined by time-varying interventions. In observational CER studies, these effects
are represented by marginal structural models (MSMs), and their investigation is complicated by the
time-dependent confounding and informative right censoring that are expected with longitudinal data.
Standard regression techniques (e.g., Cox regression) are inadequate [1, 2] to account not only for
time-dependent confounders on causal pathways between the exposures and outcome but also for time-
dependent selection bias that may arise from right censoring [3]. To date, inverse probability weighting
(IPW) estimation has been the solution of choice to fit MSM in real-world CER studies [4–9] despite the
early development of an alternate estimation approach, augmented-IPW (A-IPW) estimation [10–14],
which is both doubly robust and locally efficient. These two properties may translate in practice into the
following: (1) more reliable effect estimates because double robustness provides two chances for proper
confounding and selection bias adjustment (i.e., inference can remain valid even if the treatment and
action mechanisms on which IPW estimation relies are not estimated consistently) and (2) more precise
effect estimates compared with IPW estimates and hence the possibility for earlier detection of differ-

aDivision of Research, Kaiser Permanente Northern California, Oakland, CA, U.S.A.
bDivision of Biostatistics, School of Public Health, University of California, Berkeley, CA, U.S.A.
*Correspondence to: Romain Neugebauer, Division of Research, Kaiser Permanente Northern California, Oakland, CA, U.S.A.
†E-mail: Romain.S.Neugebauer@kp.org
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Statistical challenges with RWD

Courtesy of "FDA Real-World Evidence Program" Webinar by John Concato on 4 August 2021
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Statistical challenges with RWD

q Selection bias
q Intercurrent events
q Informative missingness
q Treatment by indication
q High dimensional covariates
q Outcome measurement error
q Statistical model misspecification
q Differences between external 

controls and single trial arm RCT

RWD Challenges
Targeted Learning 

path supports regulatory 
decision making
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The roadmap for learning from data

STEP 1:
DESCRIBE 

EXPERIMENT

STEP 2:
SPECIFY STATISTICAL 

MODEL

STEP 3:
DEFINE STATISTICAL 

QUERY

STEP 4:
CONSTRUCT 
ESTIMATOR

STEP 5:
OBTAIN 

INFERENCE

STEP 6:
MAKE SUBSTANTIVE 

CONCLUSION
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What is the experiment that generated the data?

STEP 1:
DESCRIBE 

EXPERIMENT

STEP 2:
SPECIFY 

STATISTICAL MODEL

STEP 3:
DEFINE STATISTICAL 

QUERY

STEP 4:
CONSTRUCT 
ESTIMATOR

STEP 5:
OBTAIN 

INFERENCE

STEP 6:
MAKE SUBSTANTIVE 

CONCLUSION

Three multi-national RCTs assessing 
impact of corticosteroids on mortality 

among septic shock patients 

Previous study results using traditional methods
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Three multi-national RCTs assessing 
impact of corticosteroids on mortality 

among septic shock patients 
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What is known about stochastic relations of the
observed variables?
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What happens when the statistical model is
misspecified and does not contain the DGP?

95% Confidence Interval Coverage

Increasing Sample Size

1.00 —

0.75 —

0.50 —

0.25 —

0.00 —
Type I Error Rate
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Step 3a: What is the target causal estimand that
we aim to identify from the data?

STEP 1:
DESCRIBE 

EXPERIMENT

STEP 2:
SPECIFY 

STATISTICAL MODEL

STEP 3:
DEFINE STATISTICAL 

QUERY

STEP 4:
CONSTRUCT 
ESTIMATOR

STEP 5:
OBTAIN 

INFERENCE

STEP 6:
MAKE SUBSTANTIVE 

CONCLUSION

What is the causal risk difference in 
mortality between treatment groups? 

!!"#$"% = #[%& − %']



Targeted
learning to

generate real
world

evidence

Mark van der
Laan

TL in Data
Science

Roadmap for
Causal
Inference

TMLE and
HAL

Concluding
Remarks

Step 3b: What is the target statistical estimand
that we will learn from the data?

STEP 1:
DESCRIBE 

EXPERIMENT

STEP 2:
SPECIFY 

STATISTICAL MODEL

STEP 3:
DEFINE STATISTICAL 

QUERY

STEP 4:
CONSTRUCT 
ESTIMATOR

STEP 5:
OBTAIN 

INFERENCE

STEP 6:
MAKE SUBSTANTIVE 

CONCLUSION

What is the average difference in 
mortality between treatment groups 

when adjusting for covariates? 

!!"#" = #(#[&|( = 1,+] − #[&|( = 0,+])
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How should we estimate the target estimand?

STEP 1:
DESCRIBE 

EXPERIMENT

STEP 2:
SPECIFY 

STATISTICAL MODEL

STEP 3:
DEFINE STATISTICAL 

QUERY

STEP 4:
CONSTRUCT 
ESTIMATOR

STEP 5:
OBTAIN 

INFERENCE

STEP 6:
MAKE SUBSTANTIVE 

CONCLUSION

• Substitution / plug-in
• Valid inference
• Efficiency
• Ability to optimize finite sample 

performance

Statistical properties to consider
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Targeted Maximum Likelihood Estimation (TMLE)

STEP 1:
DESCRIBE 
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STEP 2:
SPECIFY 

STATISTICAL MODEL

STEP 3:
DEFINE STATISTICAL 

QUERY

STEP 4:
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ESTIMATOR

STEP 5:
OBTAIN 
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CONCLUSION
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TMLE Step 1: Super learner

Hugely advantageous when coupled with NLP-derived covariates with EHR
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Highly Adaptive Lasso (HAL)

Key Idea

• Any d-dimensional cadlag function (i.e. right-continuous)
can be represented as a possibly infinite linear combination
of spline basis functions.

• The variation norm / complexity of a function is the
L1-norm of the vector of coefficients.

Converges to true function at rate n−1/3(log n)d/2
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HAL performance for d=3
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TMLE Step 2: Targeting follows a path of maximal
change in target estimand per unit likelihood
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How should we approximate the sampling
distribution of our estimator?

STEP 1:
DESCRIBE 

EXPERIMENT

STEP 2:
SPECIFY 

STATISTICAL MODEL

STEP 3:
DEFINE STATISTICAL 

QUERY

STEP 4:
CONSTRUCT 
ESTIMATOR

STEP 5:
OBTAIN 

INFERENCE

STEP 6:
MAKE SUBSTANTIVE 

CONCLUSION

TMLE Meta
3 RCT
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Can we break HAL-TMLE?
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Possibility to refine question of interest and inform
future studies

Stress Test
Non-responders

STEP 1:
DESCRIBE 

EXPERIMENT

STEP 2:
SPECIFY 

STATISTICAL MODEL

STEP 3:
DEFINE STATISTICAL 

QUERY

STEP 4:
CONSTRUCT 
ESTIMATOR

STEP 5:
OBTAIN 

INFERENCE

STEP 6:
MAKE SUBSTANTIVE 

CONCLUSION

What subgroup of patients in septic 
shock benefit from corticosteroids?

Relative Risk for Mortality 

Overall

Stress Test
Responders
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Arriving at the substantive conclusion

STEP 1:
DESCRIBE 

EXPERIMENT

STEP 2:
SPECIFY 

STATISTICAL MODEL

STEP 3:
DEFINE STATISTICAL 

QUERY

STEP 4:
CONSTRUCT 
ESTIMATOR

STEP 5:
OBTAIN 

INFERENCE

STEP 6:
MAKE SUBSTANTIVE 

CONCLUSION

Investigate causal bias with sensitivity analysis

Causal bias: Gap between estimate and truth due to violations 
of any of the causal assumptions (e.g., unmeasured confounding)*

Sensitivity Analysis: Model-free assessment of how 
reasonable departures from causal assumptions would impact 
study findings

* Sensitivity analysis can be extended to incorporate statistical bias
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TL-based non-parametric sensitivity analysis RCT
with 25% LTFU example

Courtesy of "Targeted-Learning Based Statistical Analysis Plan" Webinar by Susan Gruber on 28 April 2021
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Targeted Learning with RWD

q Selection bias
q Intercurrent events
q Informative missingness
q Treatment by indication
q High dimensional covariates
q Outcome measurement error
q Statistical model misspecification
q Differences between external 

controls and single trial arm RCT

RWD Challenges Targeted Learning
ü Roadmap for causal and statistical 

inference 
ü Realistic statistical model
ü Statistical estimand approximates 

answer to causal question 
ü Flexible estimation and dimension 

reduction with Super Learner
ü Model-free sensitivity analysis
ü Generate RWE with confidence

Targeted Learning 
path supports regulatory 

decision making
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Concluding Remarks

• Roadmap for causal inference and Targeted Learning
provides systematic principled approach for generating
RWE.

• Integrates all advances in machine learning, statistical
theory and causal identification.

• SL and TMLE can be tailored towards particular
estimation problem in pre-specified manner using outcome
blind simulations.
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Poll Question 3
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