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INTRODUCTION RESULTS
Breast cancer is one of the global health concerns and a leading a ROC Curve Table 1. Comparison results of WDBC and BreakHis classification models
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SPLITTING DATA MACHINE LEARNING The feature dataset demonstrates that the SVM outperforms other models in classification performance, as evidenced by an AUC
] éﬂi’;ﬁfﬁiﬁiﬂjﬁcﬁ,ﬁ’; p— of 0.999 and an accuracy rate of 98.24%. In contrast, Logistic Regression and Random Forest show significant performance with
TRAINING / VAlUDI-\T'ON SETS s accuracy rates of 97.64% and 95.88%, respectively (Figure 2). The histopathological image analysis also reveals that
Gaussian Naive Bayes (GNB), and
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DenseNet-121 performs exceptionally well at 400x and 200x magnifications. Conversely, ResNet-50 performs suboptimally at

lower resolutions (100x and 40x). SqueezeNet, GooglLeNet, ResNet-50, and DenseNet-121 achieve average accuracies of

87.94%, 94.51%, 96.92%, and 96.94%, respectively (Table 1).
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- i PULLERL, | The pre-trained models used in this research have shown outstanding performance compared
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to previous studies on different platforms. Emphasis is placed on the importance of diagnostic
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imaging in detecting breast cancer, highlighting the significance of these findings. The results
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validate the combination of machine learning algorithms and histopathological imaging,

presenting a comprehensive and practical approach to classifying breast cancer.




