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Advancing HEOR and RWE 

Research with Generative AI

Agenda

Predictive Modeling, Digital Twins 

and Dynamic Disease Model
1

AGHealth.aiTM: 

Generative AI Applications
2

Biomedical Large Language Models: 

Development and Application
3
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Quick History of AI: key stages

1800

Origins in popular 
culture and literature

1950

Computing machines 
are developed and 
improved: Hollerith, 
difference analyzer, 

ENIAC

1950

Start of symbolic 
and rule-based AI

1974

First AI winter

1970s

Expert systems 

become popular

1980

Loss of interest 

in symbolic AI

1987

Second AI
winter starts

1990

Decreased interest

in expert systems

1990

Predictive AI

2005

Deep learning 
takes off

2020

Generative AI, 
large models
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Traditional AI

Model types Capabilities

Key differences: traditional vs generative AI

Generative 
AI

Deep 

Learning

Generative AI

Traditional AI Deep Learning
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1. Predictive Modeling, 

Digital Twins and 

Dynamic Disease 

Model
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AI

Predictive Analytics

1
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Challenge: lack of differentiation between VDZ and anti-
TNFα in a real-world study

▪ Median time to remission; 7.8 months vs. 11.1 months (HR: 1.14 [0.89, 1.45])

Solutions:

▪ Used machine learning and a non-parametric method to identify and validate 
high-value patient subpopulations in which VDZ had significantly better 
efficacy compared to anti-TNFα

▪ Created simplified rules to identify patients in the high-value subpopulations 
that can be easily implemented in clinical settings

Case example: identify patients with Crohn’s disease with 

higher likelihood of remission when treated with VDZ
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Case example: identify patients with Crohn’s disease with 

higher likelihood of remission when treated with VDZ 

High-value subpopulation based on top 32% of patients

Patients with an 

exacerbation ongoing 

at index

Patients with ED/ER 

visits prior to index

Pre-index disease 

behavior was 

stricturing with/without 

perianal disease

Treat with VDZ

Yes

No

No

Median time to remission; 6.7 months vs. 

18.1 months (HR: 2.9; p<0.001)

High-value subpopulation based on top 81% of patients

Patients with ED/ER 

visits prior to index

Patients with fistulae 

at most recent 

assessment prior to 

index event

Treat with VDZ

No

No

Median time to remission; 8.5 months vs. 

11.1 months (HR: 1.7; p<0.05)

https://academic.oup.com/ecco-jcc/article/15/Supplement_1/S095/6286610 
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Methods

▪ Applied a novel multidrug 
wide and deep neural 
network to estimate 
individual TB treatment 
resistance profiles given 
the DNA of the bacteria

▪ Developed supervised 
ML algorithms with 
academic collaborators

Results & impact

The online tool can be used by physicians to measure 
individualized resistance profile predictions and determine 
the right TB treatment

Platform developed and hosted 

on the cloud

Predicting tuberculosis drug-resistance 

using wide and deep neural networks

Chen ML et al. Beyond multidrug resistance: Leveraging rare variants with machine and statistical learning models in Mycobacterium tuberculosis resistance prediction. EBioMedicine. 2019; 43:356-369. doi: 10.1016/j.ebiom.2019.04.016
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Predicting which patients with uUTI are at risk for 

antibiotic resistance: A physician’s companion tool
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AI-powered prediction model of AML patient risks

Training set (N=432) Validation set (N=432)

Kaplan-Meier curves showed a significant difference in observed survival probabilities, 

stratified by 33% high, 34% intermediate, 33% low risk categories
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Methods

▪ Analyzed Optum Electronic Health 
Records data on adult patients with CU 

▪ Defined clinical remission as ≥12 
months free of CU diagnosis or 
treatment after the episode

▪ Applied a random survival forest 
method to predict the time to natural 
remission 

▪ Characterized the observed time to 
natural remission using the Kaplan-
Meier method

Results & impact

This was the first study to successfully apply machine learning 
methods to identify important variables and predict time to clinical 
remission in CU using real-world medical data

Predicting time to natural remission in chronic 

urticaria using random survival forest models

Pivneva I et al. Predicting Clinical Remission of Chronic Urticaria Using Random Survival Forests: Machine Learning Applied to Real-World Data. Dermatology and Therapy. 2022; 12(12), 2747–2763. 

https://doi.org/10.1007/s13555-022-00827-6
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Digital Twins

2
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Generative AI models provide a robust and unified approach to simulate patients' medical 

records under different baseline scenarios 

Possible applications

▪ Simulate control group (digital twin) in single arm 
clinical trials

̵ It can also help decreasing the required sample size of control 
groups in double-arm clinical trials

▪ Simulate long term patients’ journey

̵ Chronic conditions: diabetes, obesity

̵ Complex disease progression: Cancer, Alzheimer's disease

̵ Predict long term benefits of treatments

▪ Predict comparative effectiveness of new treatments

▪ Define treatment targets

▪ Find new indications for already approved molecules

Using Generative AI To Predict Patients Outcomes

Types of models and uses 

▪ Restricted Conditional Boltzmann Machines

̵ Digital Twins (phase 2 and 3 clinical trials)

̵ Qualified by the EMA in 2022

▪ Recurrent Neural Networks

̵ Generating Synthetic Longitudinal Health Data

▪ Generative Adversarial Networks (GANs), Auto-
Encoders (AEs)
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Variables Baseline t = 1 … t = T

Time 

Independent

X0 X0 … X0

Lab values Lab0 Lab1 … LabT

ICD codes ICD0 ICD1 … ICDT

… … … … …

CPT codes CPT0 CPT1 … CPTT

Generative AI can learn all the interactions across all the clinical records of the patients

A Unified Approach To Learn Patients Medical Data

Month TMonth 1Baseline

AI Learning

Patients’ clinical records

EMR Data

Selected group of patients1 Learning from the data2
An AI model trained on the patients’ data to learn the evolution of 

patients’ clinical records over time, including clinical outcomes

Patients’ medical records
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Case 1: Simulate Treated Alzheimer Patients’ Under SOC Conditions

Simulated Patients’ data

Variables Baseline t = 1 … t = T

Time 

Independent

X0 X0 … X0

Lab values Pr(Lab0) Pr(Lab1) … Pr(LabT)

ICD codes Pr(ICD0) Pr(ICD1) … Pr(ICDT)

… … … … …

CPT codes Pr(CPT0) Pr(CPT1) … Pr(CPTT)

AI Generated Counterfactual: Predicted EMR

Recreate Treated Patients’ data 3
Simulate the medical records of a group of treated 

patients under soc conditions (digital twin – disease 

progression in Alzheimer patients)

Disease Progression in Alzheimer Patients4
Evaluate the changes in target clinical outcomes

Treated 

group  

under SOC 

conditions

Variables Baseline t = 1 … t = T

Time 

Independent

X0 X0 … X0

Lab values Lab0 Lab1 … LabT

ICD codes ICD0 ICD1 … ICDT

… … … … …

CPT codes CPT0 CPT1 … CPTT

Treated 

Group

Outcomes

Variables Baseline t = 1 … t = T

Time 

Independent

X0 X0 … X0

Lab values Pr(Lab0) Pr(Lab1) … Pr(LabT)

ICD codes Pr(ICD0) Pr(ICD1) … Pr(ICDT)

… … … … …

CPT codes Pr(CPT0) Pr(CPT1) … Pr(CPTT)

=?

Source: Modeling Disease Progression in Mild Cognitive Impairment and Alzheimer's Disease with Digital Twins (2020)
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Case 2: Simulate Future Patients’ Medical Records

Simulated Patients’ data

Variables Baseline t = T+1 … t = T+…

Time 

Independent

X0 X0 … X0

Lab values Pr(LabT) Pr(LabT+1) … Pr(LabT+…)

ICD codes Pr(ICDT) Pr(ICDT+1) … Pr(ICDT+…)

… … … … …

CPT codes Pr(CPTT) Pr(CPTT+1) … Pr(CPTT+…)

AI Generated Predicted EMR

Predict Patients’ data 3
Predict futures medical records for a group of patients 

with limited history at baseline, using overlapping 

cohorts

Evolution of long-term chronic condition4
Predict future clinical outcomes

Predicted 

patients’ 

data

Variables Baseline t = T+1 … t = T+…

Time 

Independent

X0 X0 … X0

Lab values Pr(LabT) Pr(LabT+1) … Pr(LabT+…)

ICD codes Pr(ICDT) Pr(ICDT+1) … Pr(ICDT+…)

… … … … …

CPT codes Pr(CPTT) Pr(CPTT+1) … Pr(CPTT+…)

Current 

patients’ data

Variables Baseline t = 1 … t = T

Time 

Independent

X0 X0 … X0

Lab values Pr(Lab0) Pr(Lab1) … Pr(LabT)

ICD codes Pr(ICD0) Pr(ICD1) … Pr(ICDT)

… … … … …

CPT codes Pr(CPT0) Pr(CPT1) … Pr(CPTT)
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Dynamic

Disease Model

3
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Source 1

Source 2

Source 3

Key Challenges Biased results and 

incorrect conclusions 

The challenges with RWD: inherent inconsistency and errors

Question: When were the medical data collected? 

Impact: the state of medical consensuses 

Example: the medical judgment (i.e., diagnosis) 
based on factual information (i.e., lab values) 

Temporality

Question: Where were the medical data collected? 

Impact: location-specific clinical practices

Example: various diagnostic codes and guidelines

Spatiality

Question: How fast was the landscape evolving?

Impact: subjective interpretation of clinical consensus 

Example: inconsistent clinical judgements of 
progression definition and severity strata

Consistency

Results

Group1

Group2

Group3

Group1

Group2

Group3
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A nimble architecture to contextualize and maximize RWD value 

A dynamic disease model (DDM) was developed to address data gaps

Structured

Semi-structured

Unstructured

Disease-specific data 
curation pipelines 

Diagnosis 

Lab

HRU

Gene mutations 

MRD

Bone marrow

Orders

…

…

Initial disease 
model

High-Quality RWD

Training

Guidelines + clinical consensus + published literature = initial disease model DDM

To derive important 
clinical information 
not available in the 

initial disease 
model 

DDM algorithms

Treatment regimens
Treatment responses

Line of therapy
Risk stratification

Essential clinical information that is not typically 
available or lacks consistent clinical relevance 
will be generated by validated algorithms that 
are based on clinical facts, applicable to the 
specific setting of each research question

Intermediate 
dataset

Optimizing

Abbreviations: AI: artificial intelligence; HRU, health resource utilization; MRD, minimal residual disease 

Algorithm
implementation 

Internal
validation

Gold 
standard
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Heterogeneous data 

infrastructures across settings 

can lead to incomplete 

outpatient treatment records. 

Multi-system crosstalk is 

warranted to complete 

treatment regimens by line. 

The recording of treatment 

response assessments in charts 

are determined by the timing of 

ward round documentations 

rather than the actual 

assessment schedules.

Treatment types such as 

induction, consolidation, and 

maintenance are not mandatory 

EMR fields, while the temporal 

sequence and dosage of 

treatments are recorded. 

One limitation of DDM is its 

inability to address irretrievable 

data where patients have not 

undergone necessary 

examinations for response 

evaluation, leading to “hard 

missingness.”

95%

42%

80%

31%

100% 100% 100%

64%

Treatment regimen Treatment type Line of therapy Treatment response

Traditional chart extraction DDM

99%
An accuracy validation study

Line of therapy

Treatment response

Data completeness

Does the performance of DDM surpass that of traditional chart extraction?

ISPOR Symposium | Advancing Real-World Evidence Generation: Insights from Europe, the US, and China | November 2023

60%
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2. AGHealth.aiTM:

Generative AI 

Applications
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Text Screening 

and Summarization

4
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Generative AI enables new large-scale capabilities 

that use simple natural language queries

Generative AI model

▪ Integrated handling of 
heterogeneous data

▪ Rapid turnaround

▪ Reproducible / extensible

▪ Comprehension and summarization

▪ Model complex relationships

▪ Literature reviews and landscape summaries

▪ Identification of previous regulatory 
examples, data sources, KOLs, instruments

▪ On-demand database analytics

▪ Meta-analyses

▪ Medical writing

Gen AI enables new capabilities Transforming traditional research activities

ISPOR Symposium | Advancing HEOR and RWE Research with Generative AI | May 2024
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Database Search
Summarization

and Extraction

“Find Abstracts about dementia 
risk-factors in adults aged 45-59 
with publication dates between 

08/2020 and 10/2022”

Abstract Screening 

Criteria:

1. Studies must be RCTs.

2. Studies must be in the U.S.

3. Studies must be in English.

GenAI powered literature review

+
““The abstracts identified smoking and 
high blood pressure as the leading risk-

factors for early onset dementia.”

Study Ages Risk Factors

AB 1 45-50 Smoking

AB 2 54-59 Smoking

AB 3 45-55 Blood Pressure

ISPOR Symposium | Advancing HEOR and RWE Research with Generative AI | May 2024
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Needle-in-haystack problems

Identifying articles with key pieces of 

information is a problem of searching for 

“needles” in “haystacks”

▪ May need to search and review hundreds or thousands 
of text items (abstracts, papers, documents) to find a 
few useful items

▪ Traditional reviews are severely limited by human 
resource constraints

▪ GenAI/AI can substantially reduce the resources and 
time needed and enable large scale reviews

▪ Specific example: Identify data sources used in 
research based on rapid search across tens of 
thousands of publications

▪ Data sources can be screened for data source type, 
available variables, previous industry collaboration, etc.

ISPOR Symposium | Advancing HEOR and RWE Research with Generative AI | May 2024



27

Trained machine learning models for compilation of relevant COAs and PROs by disease area

Machine learning to identify clinical outcome 

assessments (COA) and PRO instruments
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▪ The AI-based approach identified relevant regulatory precedents 
to support teams preparing new product submissions

▪ The model completed exhaustive searches of public records to 
rapidly identify relevant HTA and regulatory documents and text

▪ A user interface presented search results and summarized
the relevance

▪ Help teams to work more efficiently, spend less time to identify 
more relevant HTA and regulatory documents

AG developed an AI model to support new product submissions

AI-powered literature review to identify 

regulatory and HTA precedents

Figure 4. Example: benefit based on 
patient reported outcomes in oncology

Signorovitch J, Llop C, Song Y, Parravano S, Pathare U, Fortier, S.  Identifying relevant clinical regulatory and health technology 

assessment (HTA) precedents via artificial intelligence (AI). Presented at ISPOR Europe 2023. Copenhagen, Denmark, Nov 12-15, 2023.
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AGHealth.aiTM
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Empower Database 

Analyses: 

Natural Language 

Queries

5
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Natural language queries to perform analyses on large databases

Assists with study 

design intelligence

▪ Rapid sample size assessments

▪ Selection criteria fine-tuning

▪ Risk assessments

▪ Pre-testing clinical hypotheses

▪ Brainstorming methodology

▪ Rapid responses to KOL queries

Enables rapid 

analytics prototyping

▪ Prevalence queries

▪ Population summaries

▪ Predictive analytics and regressions

▪ Complex analytics

Works with any 

individual patient-

level data

▪ Claims

▪ EMR

▪ Primary data (chart reviews, 
surveys)

▪ Clinical trials

▪ Registries

ISPOR Symposium | Advancing HEOR and RWE Research with Generative AI | May 2024



Biomedical Large Language 

Models: Development and 

Application

Hua Xu PhD, FACMI

May 7, 2024

Data 

Science

Healthcare

NLP



Disclosure 

▪ Founder:
▪ Dr. Xu had research related financial interest at Melax Technologies Inc in the past 

year.

▪ Consultant: 
▪ Hebta LLC

▪ More Health Inc.

▪ IMO Inc.
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Generative AI

• A subfield of artificial 
intelligence (AI)

• Focuses on creating new 
contents (ex. text, image, voice) 
automatically by learning from 
the existing data

• A prominent example is the 
recent ChatGPT by OpenAI



Large Language Models (LLMs)

▪ Language models
▪ A probabilistic model to estimate the probability distribution of the next word, given historical 

words

▪ Neural Language Models
▪ Language models based on neural network (e.g. RNN, LSTM)

▪ Transformer
▪ A multi-head self-attention-based encoder-decoder neural network

▪ Pre-trained language models 
▪ Language models pretrained on large-scaled corpora with language modeling task

▪ Large Language Models
▪ Transformer-based pre-trained language models with tens or hundreds of billions of 

parameters 



https://ai.googleblog.com/2022/11/characterizing-emergent-phenomena-in.html 

Emergent Phenomena of LLMs

PaLM: https://ai.googleblog.com/2022/04/pathways-language-model-palm-scaling-to.html 

https://ai.googleblog.com/2022/11/characterizing-emergent-phenomena-in.html
https://ai.googleblog.com/2022/04/pathways-language-model-palm-scaling-to.html


LLMs Landscape

• Open vs Closed LLMs
• LLaMA, Falcon
• ChatGPT, Gemini

• Encoder vs. Decoder LLMs
• BERT
• GPT
• BART/T5

• Unimodal vs. Multimodal
• Image models
• Text to image models

Zhao et al. https://arxiv.org/pdf/2303.18223.pdf



Successful Stories of LLMs in Healthcare

Source: https://healthitanalytics.com/news/chatgpt-

passes-us-medical-licensing-exam-without-clinician-input 

Adams LC, Busch F, Truhn D, Makowski 
MR, Aerts HJWL, Bressem KK What Does 
DALL-E 2 Know About Radiology? J Med 
Internet Res 2023;25:e43110

Kanjee Z, Crowe B, Rodman A. Accuracy of a Generative Artificial Intelligence Model in a 
Complex Diagnostic Challenge. JAMA. 2023;330(1):78–80. doi:10.1001/jama.2023.8288

https://healthitanalytics.com/news/chatgpt-passes-us-medical-licensing-exam-without-clinician-input
https://healthitanalytics.com/news/chatgpt-passes-us-medical-licensing-exam-without-clinician-input


How to Improve LLMs’ Performance on Medical Applications using 
Domain-specific Data?

▪ Closed LLMs
▪ Retrieval-augmented generation(RAG)
▪ Closed-source fine-tuning 
▪ Examples – Med-PaLM

▪ Open LLMs
▪ Continual pre-training
▪ Fine-tuning via instructions 
▪ Examples:

Name Parameters Text Type & Size Training

PMC-LLaMA 7B/13B Biomedical literature, 79B tokens Continual pretraining, instruction tuning

Meditron 7B/70B Biomedical literature, 48B tokens Continual pretraining

GatorTronGPT 5B/20B Clinical notes, 82B tokens Pretraining from scratch

Clinical-LLaMA 7B Clinical notes, 1-2B tokens Continual pretraining



Me LLaMA: Foundation Medical LLMs based on LLaMA

▪ Continual pre-training: 
Trained on 129B tokens of 
biomedical data, with 
100,000+ GPU hours

▪ Instruction fine-tuning: 
Trained on 200K+ medical QA 
pairs, with 1,000+ GPU hours

▪ Task-specific fine-tuning: 
Trained and evaluated on 6 
tasks, 12 datasets

▪ Available at 13B and 70B 
models



Me LLAMA: Outperform Existing Open Medical LLMs

Best on 9 of 12 
datasets on 13B

Best on 11 of 12 
datasets on 70B



Me LLaMA vs. ChatGPT and GPT-4

▪ Zero-shot

▪ GPT-4 performed best  
(7 out of 8 datasets)

▪ Task specific Me LLaMA 
outperformed

▪ GPT-4 on 5 out of 8 
datasets

▪ ChatGPT on 7 out of 8 
datasets



Me LLaMA Chat for Medical QA and Disease Diagnoses



LLMs for Literature Search?
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BIKE - LLM-empowered Literature Search and Visualization

Raw Data Collection

Data Extraction

Text Embedding

Dimension Reduction

Data Indexing

Data Pipeline LLM and Search Services Visual Analytics

title, abstracts, etc.

metadata, citation

LLM

Data Enhancement

Elastic

Search

Metadata 

and Index

PostgreSQL

Text 

Search 

Service

Other Data 

Services

Local LLMs
Me LLaMA, 

Cloud LLMs
GPTs, Gemini, 

Claude, etc. Copilot

Service

Prompt Augmentation

Interactivity Functionalities

WebGL-based Rendering
text 1 0 1 3 9 1

0.2  0.71 0 1 3 9 1
Three.js D3.js Vue Metro

Web Frontend Techniques

Web-based UI

public data sources user-upload file



Use Case - Topic Discovery

COVID-19 / 
SARS-COV-2

Deep Learning

Neoplasms / 
Immunotherapy

Nanotechnology / 
Biosensing Techniques

Water pollutant / 
Environmental 
monitoring

Stem cell / cell 
differentiation

Arabidopsis / 
Plant proteins

MRI Technique /
Brain Mapping

Acquired 
Immunodeficiency 
Syndrome / HIV



Use Case – Trend Analysis

Until 1990 Until 2000 Until 2010 Present

COVID-19

Nanotechnology / 

Biosensing

SARS-COV-2

MRI Technique / Brain 

Mapping / 

Arabidopsis / 

Plant proteins Immunotherapy

Acquired 

Immunodeficiency 

Syndrome / HIV

Deep Learning



System Demo



Discussion on Biomedical LLMs

• Scaling issue
• huge demand for 

computation resources: 
pretraining and finetuning

• Reliability
• generate fake or wrong 

information
• sometimes inconsistent 

outputs

• Privacy and bias
• training data disclosure
• amplifying existing biases in 

training data
Wan et al. https://arxiv.org/pdf/2310.09219.pdf 
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Questions?

Eric Wu
eric.wu@analysisgroup.com

Jimmy Royer
jimmy.royer@analysisgroup.com

Rajeev Ayyagari
rajeev.ayyagari@analysisgroup.com

Hua Xu
hua.xu@yale.edu
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