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Background
Systematic literature reviews (SLRs) are an important tool for evaluating 
the effectiveness of health technologies and informing policy decisions. 
However, bias can occur at various stages of the review process, including 
in the selection of studies for inclusion, the interpretation and synthesis of 
the evidence, and the reporting of the results. We aim to explore the issue 
of AI bias in SLRs for health technology assessment (HTA).
There can be multiple sources of bias in SLRs. These include the search 
strategy for identifying relevant studies, the selection of studies for 
inclusion in the review, the interpretation and synthesis of the identified 
evidence and reporting of the results. AI tools may exacerbate these 
biases if the algorithms used to identify and synthesize the evidence are 
trained on biased data or if they are not transparent in their decision-
making processes. They also need to be programmed to consider all 
relevant factors for interpretation, synthesis and reporting.

Introduction
Systematic literature reviews (SLRs) have become an essential component 
in the evaluation of health technologies and the formulation of evidence-
based policy decisions. These reviews offer a rigorous and comprehensive 
synthesis of the existing body of knowledge on a specific topic, helping 
to identify the most effective interventions and guide resource allocation 
in healthcare (Moher et al., 2009). However, as technology continues to 
advance, artificial intelligence (AI) tools have begun to play an increasingly 
prominent role in the SLR process, automating various stages of the 
review to improve efficiency and reduce human error (O’Mara-Eves et 
al., 2015). While AI has the potential to revolutionize the way SLRs are 
conducted, concerns have arisen regarding the potential introduction of 
bias through the use of these tools (Challen et al., 2019).
Bias in SLRs can undermine the validity and reliability of the review, 
leading to inaccurate conclusions and potentially influencing policy 
decisions that affect patient outcomes (Ioannidis, 2016). AI bias in SLRs 
for health technology assessment (HTA) can occur at multiple stages of 
the review process, including the selection of studies for inclusion, the 
interpretation and synthesis of the evidence, and the reporting of the 
results (Garg et al., 2018). The potential for AI tools to exacerbate bias 
has raised concerns about the overall integrity of the review process, 
as well as the need to ensure the transparency and accountability of AI 
algorithms (Gibson et al., 2020).
Given the growing reliance on AI tools in SLRs for HTA, it is critical 
to explore the issue of AI bias and its implications on the quality and 
trustworthiness of these reviews. This research aims to provide a 
comprehensive examination of the different stages in the SLR process 
where AI bias may occur, the potential consequences of such biases, and 
the approaches that can be implemented to mitigate these effects. By 
gaining a better understanding of AI bias in SLRs for HTA, researchers, 
policymakers, and healthcare providers can work together to develop 

more robust and reliable methodologies, ensuring that the evidence 
generated from these reviews is of the highest quality and can effectively 
inform healthcare decisions.

Conclusion
In conclusion, addressing AI bias in SLRs for HTA is of paramount 
importance to ensure the reliability and accuracy of these reviews, which 
are crucial for informing evidence-based policy decisions. AI bias can 
manifest in various stages of the SLR process, from the initial title and 
abstract screening to full-text review, data extraction, synthesis, and 
reporting of results, all of which can impact the validity and credibility 
of the findings. Furthermore, maintaining transparency and rigor in each 
stage of the SLR process is critical for reducing bias and enhancing the 
overall quality of SLRs.
To effectively counter AI bias, a multifaceted approach is necessary.
	 By employing strategies such as more robust training of the AI tool 

with diverse data set, combining the expertise of human reviewers 
with the efficiency of AI tools, utilizing multiple AI tools with diverse 
algorithms and features, and applying established methodologies 
for validation, potential biases can be identified and addressed 
systematically.

	 Engaging in collaborative efforts and interdisciplinary research 
can also contribute to the development of AI tools with improved 
performance, reduced biases, and increased transparency. These 
collaborations can promote the sharing of knowledge and expertise, 
allowing for the refinement and optimization of AI tools to better 
serve the needs of the scientific community.

	 As AI tools continue to develop and become more integrated into 
the SLR process, ongoing research and evaluation are necessary to 
monitor their performance and establish best practices for minimizing 
bias. This proactive approach will ensure that SLRs for HTA contribute 
effectively to evidence-based policy decisions that ultimately enhance 
public health outcomes.

In summary, by adopting a comprehensive approach to addressing AI 
bias in SLRs for HTA and continually refining our methodologies, we can 
improve the reliability, accuracy, and impact of these reviews, paving the 
way for more informed, evidence-based policy decisions that promote 
better healthcare and improved quality of life for all.
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Key hurdles/challenges with the use of AI 
tools for conducting SLRs
Traditionally, SLRs have employed a dual-reviewer process, to minimize 
the risk of bias and errors in the evidence generated from an SLR (Higgins 
& Green, 2011). To preserve the rigor and quality of the review process 
along with making it more efficient, it is important to understand the 
potential bias that can be introduced with the used of AI tools. Key areas 
where AI tools can introduce bias are discussed below:

Screening (title, abstract and full-text based)
	 Selection of studies at title/abstract is a critical step in an SLR. 

Bias in this stage can lead to the exclusion of relevant studies, 
which can ultimately impact the validity and generalizability 
of the review’s findings (Ioannidis, 2016).

	 Evaluation of the study based on the full-text is even more 
challenging as it requires thorough understanding of the 
disease area and the project objective. Bias can be introduced 
at this stage by an AI tool not trained properly and can also 
impact the validity of the review findings (Ioannidis, 2016).

Data extraction
	 This step requires collection of relevant information from 

the text and tables of the relevant publications, and it is very 
important that the appropriate information is picked from 
the appropriate tables and text. Any bias at this stage such as 
missing key evidence or identifying inappropriate evidence will 
also impact the results of quantitative analysis, if conducted. 
Similar to screening, bias at this stage can lead to erroneous 
data and impact the validity of the SLR (Ioannidis, 2016).

Report generation
	 The compilation and summarization of results during the SLR 

process involve synthesizing and interpreting extracted data 
from the selected articles to address the review’s research 
question. This step also includes drawing appropriate and 
relevant insights in line with the SLR’s objectives. Errors 
at this stage can lead to a poor quality SLR even with 
appropriate study selection and extracted data. This can 
lead to inappropriate value messages and positioning of any 
product as well as rejection of the dossier by the HTA bodies.

Potential solutions to mitigate bias due to AI 
at different stages of an SLR
It is imperative to identify ways to make AI tools more robust as it will 
assist in generating more reliable evidence with the use of AI, enhance 
adoption of AI tools for SLR in the industry and increase acceptability of 
evidence generated with the help of AI tools by HTA bodies. Some key 
ideas are discussed below:

Training the AI tool
	 It is important to train the AI tool on diverse set of data 

from different independent reviewers to reduce bias in their 
assessment and decision-making process. The tool should 
be trained with diverse data across all steps of screening, 
extraction and reporting to make it robust for the entire 
process of literature review.

Use of two AI tools
	 Using two different AI tools, each designed with distinct 

algorithms, training data, and features, will allow for 
the comparison of the two AI tools’ outputs, potentially 
highlighting discrepancies and reducing the risk of bias 
stemming from a single AI system (Naudet et al., 2017). 
Additionally, employing two AI tools with diverse underlying 
mechanisms can help identify a broader range of relevant 
articles and minimize the impact of biases that may be 
present in one tool (Marshall et al., 2018). This approach 
can also increase the efficiency of the screening process, 
particularly when dealing with a large volume of articles.

Combination of AI tool and human reviewer
	 This strategy can benefit from the nuanced understanding 

and expertise of the human reviewer while leveraging 
the efficiency and consistency of the AI tool (Gates et al., 
2019). The human reviewer can help mitigate potential bias 
introduced by the AI tool, while the AI tool can assist in 
managing the increasing volume of literature and reducing 
the workload for the human reviewer (O’Connor et al., 2020, 
Tsafnat et al., 2014).
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