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What is Machine Learning?

• A large family of mathematical and statistical methods for 
classification and prediction

• Used to automate analytical process with high volumes of 
information

• Two general domains
– Unsupervised methods are focused mainly on dimension 

reduction and learning the underlying structure of the data 
– Supervised methods require the specification of an outcome 

variable and are focused on prediction or classification
• Enormous potential to couple ML methods with big data to 

undertake classification and clustering tasks to a higher 
degree of accuracy
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Potential for Machine Learning (ML) in HEOR

Wilson, ISPOR 
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Task Force Objectives

To establish guidance for emerging good practices in the application of 
machine learning (ML) methodology to traditional ISPOR methods, including 
economic evaluation, decision sciences and outcomes research in order to 
improve the value of healthcare delivery. 

• Introduce ML methods and their value in conducting research on health 
economics, as well as patient- and system-level outcomes research

• Describe problems for which machine learning methods are appropriate 
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Task Force Process

The task force began 
meeting in November, 

2019 
(in-person, ISPOR EU)

Virtual Meetings in 
2020-2021

Broke into 6 SWGs
• One lead for each SWG
• 2 editors for each SWG Bill Crown and Bill 

Padula edited each 
working groups section

Compile full report
2 rounds of peer-review 
with leading experts in 
HEOR and computer 

science

June/July 2022 
Publication in 

Value in Health
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Task Force SWGs: Overview

• Cohort Selection
• Feature Selection
• Predictive Analytics
• Causal Inference
• Economic Evaluation
• Transparency and 

Explainability



Cohort 
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Cohort selection for metastatic breast cancer
Has structured code for breast cancer?

In Cohort

Confirm metastatic disease

Not in CohortX

Metastatic Not Metastatic
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Cohort selection for metastatic breast cancer
Has structured code for breast cancer?

In Cohort

Confirm metastatic disease

Not in CohortX

Metastatic Not Metastatic

Has structured code for breast cancer?

In Cohort

Confirm metastatic disease

Not in CohortX

Metastatic Not Metastatic

Model predicts inclusion in cohort? No

Yes



15

Approach for model-assisted cohort selection

Patient data Is metastatic?

no

yes

no

1. Abstractors label some of the patients
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Approach for model-assisted cohort selection

Machine 
learning 

algorithm

Patient data Is metastatic?

no

yes

no

1. Abstractors label some of the patients

2. We train a model 
on this labeled data
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Approach for model-assisted cohort selection

Machine 
learning 

algorithm

Patient data Is metastatic?

no

yes

no

Unlabeled patient data1. Abstractors label some of the patients

2. We train a model 
on this labeled data

3. We use trained 
model to calculate 
“scores” for the 
remaining patients

0 ≤ Score ≤ 1
Likely 
metastatic

Likely not 
metastatic

4. Use the trained model as an extra pre-filter to reduce cohort selection abstraction
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Approach for model-assisted cohort selection

Machine 
learning 

algorithm

Patient data Is metastatic?

no

yes

no

Unlabeled patient data1. Abstractors label some of the patients

2. We train a model 
on this labeled data

3. We use trained 
model to calculate 
“scores” for the 
remaining patients

0 ≤ Score ≤ 1
Likely 
metastatic

Likely not 
metastatic

Detailed look inside 2.

4. Use the trained model as an extra pre-filter to reduce cohort selection abstraction
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Overview: Building the model

'metastatic'
'mets'
'recurrent'
'stage'

1. Construct list of 
relevant search terms
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History of Present Illness

65-year-old female with stage iv 
breast ca diagnosed in Nov 
2015

We are still awaiting records 
from Boca Raton, but she 
reports that she was diagnosed 
when bone mets were  
discovered during an ER visit 
for a broken pelvis…

'metastatic'
'mets'
'recurrent'
'stage'

1. Construct list of 
relevant search terms

2. Extract snippets of text around 
search hits

Overview: Building the model
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History of Present Illness

65-year-old female with stage iv
breast ca diagnosed in Nov 
2015

We are still awaiting records 
from Boca Raton, but she 
reports that she was diagnosed 
when bone mets were
discovered during an ER visit 
for a broken pelvis…

Feature Value

with stage 1

stage iv 1

... ...

'metastatic'
'mets'
'recurrent'
'stage'

1. Construct list of 
relevant search terms

2. Extract snippets of text around 
search hits

3. Create features for 
phrases in those snippets

Overview: Building the model
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History of Present Illness

65-year-old female with stage iv
breast ca diagnosed in Nov 
2015

We are still awaiting records 
from Boca Raton, but she 
reports that she was diagnosed 
when bone mets were
discovered during an ER visit 
for a broken pelvis…

Feature Value

with stage 1

stage iv 1

bone mets 1

mets were 1

... ...

'metastatic'
'mets'
'recurrent'
'stage'

1. Construct list of 
relevant search terms

2. Extract snippets of text around 
search hits

3. Create features for 
phrases in those snippets

Overview: Building the model
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History of Present Illness

65-year-old female with stage iv
breast ca diagnosed in Nov 
2015

We are still awaiting records 
from Boca Raton, but she 
reports that she was diagnosed 
when bone mets were
discovered during an ER visit 
for a broken pelvis…

Feature Value

with stage 1

stage iv 1

bone mets 1

mets were 1

not metastatic 0

... ...

'metastatic'
'mets'
'recurrent'
'stage'

1. Construct list of 
relevant search terms

2. Extract snippets of text around 
search hits

3. Create features for 
phrases in those snippets

Overview: Building the model
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History of Present Illness

65-year-old female with stage iv
breast ca diagnosed in Nov 
2015

We are still awaiting records 
from Boca Raton, but she 
reports that she was diagnosed 
when bone mets were
discovered during an ER visit 
for a broken pelvis…

Feature Value

with stage 1

stage iv 1

bone mets 1

mets were 1

not metastatic 0

... ...

'metastatic'
'mets'
'recurrent'
'stage'

1. Construct list of 
relevant search terms

2. Extract snippets of text around 
search hits

3. Create features for 
phrases in those snippets

4. Use features for input to 
logistic regression

Overview: Building the model
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This example reduced hours of human abstraction 
for cohort selection by 57%

Has structured code for breast cancer?

In Cohort

Not metastaticMetastatic

Confirm metastatic disease

Not in CohortX

Is score from model > threshold?

Yes (High Score) ~ 43% No (Low Score) ~57%
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ML models need to be continually refreshed and 
tested to account for

Changes in treatment 
patterns

Changes in 
documentation patterns

Changes in network of 
health clinics



Feature 
Selection

Blythe Adamson, PhD, MPH
Flatiron Health
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Approaches for ML feature selection from high-
dimensional structured data

Generate and evaluate the subset of variables without the 
involvement of a model. Normally used as a preprocessing step.Filter

“Brute force” feature selection techniques. The subset of 
variables is measured by the performance of the model. Wrapper

Propose and evaluate a subset of variables during the 
construction of the model.Embedded

Combine filter and wrapper approaches.Hybrid
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Traditional methods allow explainability of important 
phrases discovered in feature selection

Top FeaturesSearch Terms
'distant'

‘met’
'metastases'
'metastasis'
'metastatic'

'mets'
'recurred'

'recurrence'
'recurrent'

'stage'
'systemic'
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Deep learning methods allow the model to 
determine which features are important to select

There is unlimited 
dimensionality in the 

unstructured data 
domain of free text 
and semantics in 
medical charts

i.e., memory cells in 
LSTM architecture are 
necessary for words at 

the beginning of a 
sentence to change the 

interpretation of a phrase 
at the end of a sentence

Search Terms
'distant'

‘met’
'metastases'
'metastasis'
'metastatic'

'mets'
'recurred'

'recurrence'
'recurrent'

'stage'
'systemic'



Predictive 
Analytics

Dave Vanness, PhD
Pennsylvania State University
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Predictive Analytics: Definition

Predictive analytics is the systematic examination of the 
associative structure of observed data to generate estimates of 
data not yet observed. It comprises a set of statistical models 
and/or algorithms used to approximate or query the associative 
structure of observed data, a set of rules to generate estimated 
values from those models and/or algorithms, and an implied 
consequence incurred when the estimated value of the variable 
differs from its true value. 

[Vanness DJ. Predictive analytics monograph. 
ISPOR. Forthcoming at https://www.ispor.org/member-
groups/special-interest-groups/statistical-methods]

https://nam10.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.ispor.org%2Fmember-groups%2Fspecial-interest-groups%2Fstatistical-methods&data=05%7C01%7Cdjv76%40psu.edu%7C374f261a6ea542d840b508da27b02afb%7C7cf48d453ddb4389a9c1c115526eb52e%7C0%7C0%7C637865934833497249%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C3000%7C%7C%7C&sdata=fqroI%2BKrVIofzzXnNhXSv1WLXMQsge3w8Ny%2BlNodXhM%3D&reserved=0
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Predictive Analytics: Context

A decision 
must be made.

The decision 
depends on a 

prediction.

The prediction 
is informed by 
existing data.

When the 
prediction 

differs from the 
outcome, we 
incur a loss.

The loss 
depends on 

the magnitude 
and sign of the 

difference.

The data 
generating 

process may 
be 

complicated 
and high-

dimensional.

We only need 
to know about 

the data 
generating 

process to the 
extent it helps 
make a better 

prediction.
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Predictive Analytics: Key Concepts
Bias-Variance Tradeoff
Highly complex models may give better fit to the data at hand but worse 
predictions for outcomes not yet observed

Cross-validation
Creating hold-out subsamples can simulate the bias-variance 
tradeoff using available data

Parameter Tuning
Choosing parameters of ML algorithms to minimize cross-
validation error, not to maximize fit to the observed data

Ensembles vs. Single Model
• Bagging: randomly resampling the data and aggregating multiple models
• Random feature selection: choosing the best predictor from a random 

subset (less greedy)
• Boosting: fitting a sequence of models on the errors of the previous 

generation



Causal 
Inference

Bill Crown, PhD
Brandeis University



38

Causal Inference: Definition

• Causal inference is the unbiased estimation of the effect of a particular 
intervention (e.g., clinical or policy) on an outcome of interest. It requires 
consideration of the assumptions, study designs, and estimation 
strategies necessary to draw causal conclusions from data.
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The Y-hat vs. B-hat Problem
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Two Causal Frameworks

• Rubin. Estimating Causal 
Effects of Treatments in 
Randomized and 
Nonrandomized Studies. 
Journal of Educational 
Psychology 1974. 66(5):688-
701.

• Pearl. Causality. Cambridge 
University Press, 2000.
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TMLE: An Example of how ML Prediction Can Be 
Used for Causal Inference
• Estimate (Y|T,X)
• Predict Y for (T=1,X) and (T=0,X)
• Estimate the exposure mechanism P(T=1|X) and use predicted 

probabilities to update E(Y|T,X) using doubly robust methods
• Calculate updated estimates of Y for (T=1|X) and (T=0|X) and calculate 

ATE as the mean of individual differences
• Finally, using ensemble methods (weighted average of TMLE estimate 

produced by a family of models of exposure and outcomes using cross-
validation criteria) produces estimates that are asymptotically as good as 
the best performing model.



Economic 
Evaluation

Bill Padula, PhD
University of Southern 
California
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Structural Uncertainty

Multi-state Modelling with R:
the msm package

Version 1.6.4

Christopher Jackson
MRC Biostatistics Unit

Cambridge, U.K.
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Parameter and Sampling Uncertainty

Improving certainty that sample 
observations used in cohort models are 
appropriate

Increasing the number of samples to draw 
on model findings

Finding the appropriate parameters in big 
data that are fit for purpose for model 
parameters

Fewer modeling assumptions



Transparency 
& 

Explainability

Bill Padula, PhD
University of Southern 
California
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Transparency: finding the equilibrium between 
performance and explainability
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The PALISADE Checklist

Element Definition

Purpose
Is the purpose of the algorithm clearly stated at the outset? Is the 
implementation of the algorithm in a healthcare setting fair and ethical?

Appropriateness
Is there a clear justification that the algorithm is acceptable in the context 
within which it is being applied?

Limitations
Have the strengths and limitations, in the context of the purpose, been 
identified? This should cover both the algorithm and any data used.

Implementation
Consideration of access, implementation and resource issues when 
implemented in healthcare settings

Sensitivity & Specificity
For classification algorithms, has the model performance and accuracy 
(specificity and sensitivity) been appropriately evaluated?

Algorithm characteristics
Has the ML mechanism been clearly characterized and described? Is there 
sufficient transparency for the results to be reproducible? 

Data characteristics
Is the selection of datasets justified and are the key characteristics known? 
This should extend to training sets, test sets and validation sets.

Explainability
Are the outputs of the algorithm clearly understandable by both the 
healthcare professional and the patient?

Key considerations for evaluating the transparency of machine learning (ML) to stakeholders and decision makers 
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LimitationsL Have the strengths and limitations, in the context of the purpose, been 
identified? This should cover both the algorithm and any data used.

AppropriatenessA Is there a clear justification that the algorithm is acceptable in the 
context within which it is being applied?

PurposeP Is the purpose of the algorithm clearly stated at the outset? Is the 
implementation of the algorithm in a healthcare setting fair and ethical?

The PALISADE Checklist
Key considerations for evaluating the transparency of 

machine learning (ML) to stakeholders and decision makers 

Algorithm CharacteristicsA Has the ML mechanism been clearly characterized and described? Is 
there sufficient transparency for the results to be reproducible?   

Sensitivity & SpecificityS For classification algorithms, has the model performance and accuracy 
(specificity and sensitivity) been appropriately evaluated?

ImplementationI Consideration of access, implementation and resource issues when 
implemented in healthcare settings

ExplainabilityE Are the outputs of the algorithm clearly understandable by both the 
healthcare professional and the patient?

Data CharacteristicsD Is the selection of datasets justified and are the key characteristics known? 
This should extend to training sets, test sets and validation sets.

Padula et al, Value in Health (2022). In Press.



Case #1

Bill Padula, PhD
University of Southern 
California
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Case #1

• A graduate student has obtained a dataset from a physician
– N = 50 patient observations; all patients diagnosed with hypercholesterolemia
– 17 variables/columns: HDL/LDL level; Statin Rx; Time; Age; Sex; Race; BMI…

• The physician wants to know if there is a particular statin associated with 
low cholesterol levels over time

• The physician has heard the amazing breakthroughs of machine learning 
for predicting health outcomes

• The physician asks the graduate student to use a Neural Network to 
predict the best Statin Rx for lowering HDL/LDL

• Is this a good case for Machine Learning? Use the PALISADE Checklist to 
determine your answer
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It’s Time for a Poll!

• CASE #1: Is this a good case for Machine Learning? Use the 
PALISADE Checklist to determine your response.
a. Yes
b. No
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Case #1 Analysis

• ISPOR Task Force Recommendation: No – don’t use ML
• The dataset is small and easily manageable ‘by hand’
• These data could easily be fit to an OLS or Logistic Regression model

– Then use stepwise regression to identify the fit of covariates
• No causality
• Logistic Regression achieves predictive quality that is Explainable
• A Neural Network could accomplish the task, but with limited transparency 

that the physician could explain in practice settings



Case #2

Bill Padula, PhD
University of Southern 
California
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Case #2

• A PharmD at the FDA has been asked whether an NSAID anti-inflammatory Rx 
is causing stroke in the general population

• The NSAID is a blockbuster drug, and has been on the market for 7 years, 
prescribed to millions of patients

• Most patients who take this Rx sometimes take a combination of multiple other 
drugs – some other drugs have black box warnings for stroke

• You have access to a database with the following numbers:
– N = 17.2 million observations
– M = 9,000 variables, including over 3,500 columns of data on Rx’s

• Initial sampling indicates that ~11% of patients have taken this NSAID
• The pharmacist calls the FDA biostatistical department to ask if they can apply 

machine learning to this sample to help come to a better answer
• Is this a good case for Machine Learning? Use the PALISADE Checklist to 

determine your answer
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It’s Time for a Poll!

• CASE #2: Is this a good case for Machine Learning? Use the 
PALISADE Checklist to determine your response.
a. Yes
b. No
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Case #2 Analysis

• ISPOR Task Force Recommendation: Yes – use ML
• The dataset is large and complex

– Cohort Selection methods, including clustering, could help isolate the 11% of over 1 
million patients that have used the drug, and identify comparable samples of control 
patients with stroke

– Feature Selection methods such as random forests could help boil down thousands 
of variables to several dozen predictors, including Rx interactions that could be 
predictive of the main outcome measure, stroke

• Predictive analytic methods are suited to analyze which combination of 
covariates accurately assess the probability of stroke in an at-risk population 
taking this drug

– A combination of supervised and unsupervised methods may need to be tested to see 
which approach is best predicting the outcome before drawing conclusions

• TMLE could be applied to these statistical methods in order to determine 
whether the drug causes stroke in this cohort study



Conclusions

Reminder:
Task Force Discussion Hour
11:45am-12:45pm
Discussion Lounge
Prince George’s Exhibition 
Hall A-C

Thank you for participating!

• Methods for machine learning are 
advancing more quickly than HEOR can 
keep pace with

• Seek consultation with computer scientists 
and applied mathematicians/statisticians to 
determine whether ML fits your research 
question

• Consider a range of ML and traditional 
HEOR methods to serve your analytical 
needs

• Is the juice worth the squeeze? ML 
requires a great deal of effort and 
computational resources to initiate for 
clinical research purposes



ISPOR, the professional society for health economics and 

outcomes research (HEOR), is an international, multistakeholder, 

nonprofit dedicated to advancing HEOR excellence to improve 

decision making for health globally. The Society is the leading 

source for scientific conferences, 

peer-reviewed and MEDLINE-indexed publications, good 

practices guidance, education, collaboration, and tools/resources 

in the field. 

ISPOR’s community of more than 20,000 individual and chapter 

members from 120+ countries includes a wide variety of 

healthcare stakeholders, including researchers, academicians, 

regulators and assessors, public and private payers, healthcare 

providers, industry, and patient representatives. The Society’s 

leadership has served as an unbiased resource and catalyst for 

innovation in the field for more than 20 years.


