
Key takeaways
• Enhanced methodology: The TSC-ZIP model adjusts for missing confounding variables, ensuring unbiased and consistent results with reduced variance and improved power over standard ZIP models.
• Dual-dataset calibration:  The use of the main and validation datasets that complement each other improves the accuracy and robustness of TSC-ZIP estimates without the need for database linkage.
• Bridging data and methodological gaps for enhanced decision-making: The TSC-ZIP model enables policymakers and clinicians to make more robust, reliable, and informed decisions in epidemiological 

research, comparative effectiveness assessment and health economic evaluations.
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Background
• The use of real-world evidence (RWE), leveraging big data techniques to analyse population-based studies, has 

grown significantly, particularly in datasets like administrative claims and electronic health records (EHRs).
• While national administrative claims datasets offer valuable large-scale insights, they often lack detailed 

individual-level information, such as socioeconomic factors or laboratory results, leading to bias observational 
study.

• Earlier methods, such as the regression calibration method by Stürmer et al. (2005)1 and Bayesian propensity 
scores proposed by McCandless et al. (2012)2, rely on assumptions about measurement errors or 
independence between the exposure and unobserved confounders, which are often not met in practice. 

• Besides, excess zero data is a common challenge in medical databases, such as when patients report zero 
emergency room visits, no missed medication doses, or no adverse events during clinical trials. These zeros often 
result from factors like good health, full compliance, or treatment variability. To address this, various zero-
inflated models have been developed, including the zero-inflated Poisson (Lambert, 1992) 3 and zero-inflated 
binomial models. However, these models do not account for missing confounders — an issue commonly 
encountered in RWE studies.

Objective

Method 

• This study aims to develop an innovative Two-Stage Calibration Zero-Inflated Poisson (TSC-ZIP) model to 
address the issue of missing confounders by leveraging an external validation dataset that complements the 
primary dataset, which lacks missing confounders.

Main dataset 

• A random sample of 𝑁𝑚 individuals are 
collected with the following: 
o Outcome: 𝑌 = 𝑦1, ⋯ , 𝑦𝑁𝑚

o Covariate or confounding variable: 
X = 𝑥1, ⋯ , 𝑥𝑁𝑚

The individuals from the 
validation dataset are 

matched to those from the 
main dataset based on the 
inclusion criteria, and both 
samples share harmonized 

definitions for 𝑌, 𝑋, 𝑈

• A random sample of 𝑁𝑉  (𝑁𝑉 ≪ 𝑁𝑚) 
individuals are collected with the following: 
o Outcome: 𝑌 = 𝑦1, ⋯ , 𝑦𝑁𝑉

o Covariate or confounding variable: 
X = 𝑥1, ⋯ , 𝑥𝑁𝑉

 & U = 𝑢1, ⋯ , 𝑢𝑁𝑉

Validation dataset

Dual datasets 

• The traditional ZIP model is defined as follows:

𝑦𝑖   :  The number of times an event happens
𝜙𝑖  :  The probability of an observation who contributes to excess zeros 
𝜆𝑖  : Expected number of events (e.g. outpatient/ER visits, hospital readmissions, 

adverse events…etc.) for observations not in the zero-inflation group 

ℎ 𝑦𝑖 𝜙𝑖 , 𝜆𝑖 = ൝
𝜙𝑖 + 1 − 𝜙𝑖 𝑒𝑥𝑝 −𝜆𝑖 ,  𝑦𝑖 = 0 

1 − 𝜙𝑖 Τ𝜆𝑖
𝑦𝑖 𝑦𝑖 !  𝑒𝑥𝑝 −𝜆𝑖 , 𝑦𝑖 > 0

Equation 1

• Equation 1 is fitted to the combined (𝑁𝑚+𝑁𝑉) observations with (𝑌, 𝑋) from the main and validation datasets.

• The parameters 𝜙𝑖  and 𝜆𝑖  for the ith observation can be estimated as ൝
𝜙𝑖 = (1 + exp −𝑋𝑖

𝑇𝜏 )−1

𝜆𝑖 = 𝑒𝑥𝑝 𝑋𝑖
𝑇𝛾  

where 𝑋𝑖  is a 𝑘 × 1  

vector of covariates of the ith observation and 𝛾 and 𝜏 are 𝑘 × 1  coefficient vectors of the covariates.
• ഥ𝜸 is a vector coefficients of 𝛾 for the observed covariates 𝑋 can be numerically estimated using maximum 

likelihood method4. However, it is subject to residual bias as the confounding information 𝑈 is missing.

• The estimate ෝ𝜸 of 𝛾 is obtained by fitting equation 1 again to 𝑁𝑉  observations with (𝑌, 𝑋) from the validation 
dataset. 

• The estimate ෡𝜷 of 𝛽 is derived by fitting equation 1 to 𝑁𝑉  observations with (𝑌, 𝑋, 𝑈) from the validation dataset,  

where ൝𝑙𝑜𝑔𝑖𝑡 𝜙𝑖 = 𝑋, 𝑈 𝑇𝜏

𝑙𝑜𝑔 𝜆𝑖 = 𝑋, 𝑈 𝑇𝛽

• Although መ𝛽 is free from confounding bias as complete confounding information is incorporated into 𝑋, 𝑈 , it’s solely 
estimated based on the validation dataset without using information in the main study.

• The closed form of the TSC-ZIP estimate of 𝜷 can be derived as follows by fully utilizing information from both 
main and validation studies motivated by the double-sampling approach by Chen and Chen5 : 

ഥ𝜷 = ෡𝜷 − 𝜦𝜣−𝟏 ෝ𝜸 − ഥ𝜸

• Under regular condition, ഥ𝜷 is an unbiased estimator of 𝛽 where 𝑣𝑎𝑟 ҧ𝛽 = 𝑣𝑎𝑟 መ𝛽 − Λ𝑇Θ−1Λ, implying that 
ഥ𝜷 has greater statistical power compared to ෡𝛽. 

• 𝜦: The covariance matrix of መ𝛽 and ො𝛾 − തγ  and 𝜣: The covariance matrix of ො𝛾 − തγ  from equation 2 can be 
derived as follows: 

෡Λ = ෍
𝑖=1

𝑁𝑉

𝑄𝑖
መ𝛽 𝑄𝑖 ො𝛾 𝑇 − 𝑄𝑖

ҧ𝛽 𝑄𝑖 തγ 𝑇  

෡Θ = ෍
𝑖=1

𝑁𝑀+𝑁𝑉

𝑄𝑖 തγ 𝑄𝑖 തγ 𝑇 + ෍
𝑖=1

𝑁𝑉

𝑄𝑖
መ𝛽 𝑄𝑖

መ𝛽
𝑇

− 𝑄𝑖
መ𝛽 𝑄𝑖 ො𝛾 𝑇 − 𝑄𝑖 ො𝛾 𝑄𝑖 ҧ𝛾 𝑇

, where 𝑄𝑖 .  is the efficiency score accounting for the variability and precision of the data

• A simulation study was conducted to evaluate the performance of the TSC-ZIP model in comparison to the ZIP 
model (Equation 3) (Table 1) using the specified performance metrics (Table 3).

• 5,000 Monte Carlo replicates were produced and analysed according to the simulation scenario in table 2.
• The simulation was performed using R software version 4.4.1. 

Method (Cont’d)

Simulated model: ቊ
𝑙𝑜𝑔𝑖𝑡 ϕ = 𝑎 + 𝑏𝑋1 + 𝑐𝑈1

𝑙𝑜𝑔 𝜆 = 𝑑 + 𝛽𝑋1 + 𝑓𝑈1 

Factor value

Stage-1 sample size 
(𝑁 = 𝑁𝑚+𝑁𝑉)

𝑁 = 500, 1000, 1500; 
The sample size of validation 

study is fixed at 150

The size of 𝛽 
(the parameter of interest) 𝛽 = 0.3, 0.4, 0.5

The association 𝜌𝑌U1
 

between U1 and outcome 𝑌 
𝜌𝑌U1

= 0.5, 0.7, 0.9

Covariate / Confounder Value & distribution

𝑋1 (continuous variable) 𝑋1~𝑁𝑜𝑟𝑚 𝜇1 = 0, 𝜎1
2 = 1  

U1  (continuous variable) U1~𝑁𝑜𝑟𝑚 𝜇2 = 0, 𝜎2
2 = 1  

𝑎, 𝑏, 𝑐, 𝑑, 𝑓 −0.5 , 0.4, 0.4, 0.3, 0.2

Performance metric Objective

Consistency Measure the bias of መ𝛽 and ҧ𝛽, i.e. how close መ𝛽 and ҧ𝛽 are to the true value of 𝛽  

Precision Assess the variance of መ𝛽 and ҧ𝛽, i.e. how much መ𝛽 and ҧ𝛽 vary from sample to sample

Statistical power Evaluate the power of መ𝛽 and ҧ𝛽, i.e. the probability of detecting an effect when it truly exists

In a multivariable model, the propensity score can be used in place of 𝑈1

Table 2. Simulation scenariosTable 1. Baseline characteristics

Table 3. Performance metrics

• Increasing the stage-1 sample size, while keeping stage-2 samples fixed, enhances the TSC-ZIP method's 
performance. Figure 2 shows that larger stage-1 samples increased the testing power and reduce variance due to 
more information for estimating 𝛽. The TSC-ZIP model demonstrates up to 23% higher power (0.608, 0.692, 
0.644) compared to the ZIP model (0.460, 0.464, 0.424), while consistently showing lower variance.

• As true 𝜷 increases, Figure 3 illustrates that the TSC-ZIP model achieves power levels of 0.608, 0.826, and 
0.904, compared to 0.460, 0.678, and 0.878 for the ZIP model. This reflects up to a 15% improvement in power, 
along with consistently lower variance.

• When the confounding factor 𝑼𝟏 has a moderate-to-strong correlation (𝝆𝒀𝑼𝟏
) with the outcome variable

𝒀 , as shown in Table 4, the stage-1 estimator ഥ𝜸 exhibits significant bias, i.e. deviation from the true 𝛽, due to 
missing information of 𝑈1 particularly as 𝜌𝑌𝑈1

increases. Both ෡𝜷 and ഥ𝜷 maintain low testing sizes (ranging from 
0.036 to 0.062) while TSC-ZIP estimate (ഥ𝜷) has a much smaller variance than the ZIP estimate, ෡𝜷 .

Results

Figure 2. Comparison of bias, variance and statistical 
power between TSC-ZIP ഥ𝜷  and ZIP ෡𝜷  models when 
stage-1 sample size increases (True 𝜷 = 𝟎. 𝟑)

Figure 3. Comparison of bias, variance and statistical 
power between TSC-ZIP ഥ𝜷  and ZIP ෡𝜷  models when 
true 𝜷 increases (Stage-1 sample size = 500 & Stage-2 
sample size = 150)

𝝆𝒀𝐔𝟏
 (True 𝛽 = 0) ҧ𝛾 𝑉𝑎𝑟 ҧ𝛾 𝑆𝑖𝑧𝑒 𝑜𝑓 ҧ𝛾 መ𝛽 𝑉𝑎𝑟 መ𝛽 𝑆𝑖𝑧𝑒 𝑜𝑓 መ𝛽 ҧ𝛽 𝑉𝑎𝑟 ҧ𝛽 𝑆𝑖𝑧𝑒 𝑜𝑓 ҧ𝛽

0.5 0.438 0.004 1 -0.017 0.025 0.05 -0.014 0.017 0.062

0.7 0.583 0.003 1 0.002 0.021 0.058 0.001 0.016 0.06

0.9 0.7 0.003 1 -0.011 0.018 0.036 -0.012 0.015 0.062

Table 4. Comparison of bias, variance, testing size and statistical power between TSC-ZIP ഥ𝜷  and ZIP ෡𝜷  
models when the association 𝝆𝒀𝑼𝟏

 between the confounding factor 𝑼𝟏  and the outcome variable 𝒀  
increases (True 𝜷 = 𝟎)

• The TSC-ZIP method has proven to be a reliable framework, outperforming the traditional ZIP model by 
leveraging a large crude dataset to enhance estimation efficiency and incorporating a smaller validation 
dataset to adjust for missing confounders.

• It can provide robust and reliable insights for policymakers and clinicians in epidemiology, comparative 
effectiveness, and health economics researches.

Conclusion
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Development of calibrated statistics of the TSC-ZIP model

Size: The proportion of times the null hypothesis 𝐻0  is rejected under the 𝐻0 over 5000 simulations 

Simulation study

Stage 1

Stage 2

Equation 2

Equation 3

The sample size of validation study (𝑁𝑉) is fixed at 150
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