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Adapting cost-effectiveness models

e Model adaptation is the process of updating an existing health economic analysis to fit a new decision problem.

e Model adaptation is most frequently used to adapt a ‘core’ health economic analysis to the setting of different countries for use in
Health Technology Assessments (HTAs).

e Adaptations vary in scope, but can involve updating parameter values (e.g., updating resource costs to reflect the new country),
updating the model engine (e.g., adding additional options for survival modelling), and adding or removing comparators.

Automating model adaptation

* LLMs have exhibited potential in automation of health economic modelling tasks [1]

* A previous study [2] described a method ‘LLMAdapt’ that uses a large language model (LLM) to automatically adapt the parameter
values of an Excel-based cost-effectiveness model (CEM) from the setting of one country to another. The study found a high level of
accuracy (97%) for one test case which used an HTA-ready cost-effectiveness model.

* The original study evaluated the performance of LLMAdapt on a single model. It is important to test the generalisability of Al-based
solutions to ensure they are not overly specific and can work across a range of examples.

* The objective of this study was to assess the generalisability of LLMAdapt across two distinct disease areas and countries.

Methods - LLMAdapt

LLMAdapt

* LLMAdapt is a GenAl toolchain (a sequence of software tools designed to automate a complex task) which aims to automatically update
parameter values in an Excel-based cost-effectiveness model to reflect new data. The toolchain was originally developed for ISPOR US
2024 [2] and was given several updates for this study, including adding self-consistency prompting and enhancing the task
decomposition approach.

* The toolchain uses two input files, the Excel cost-effectiveness model and a hew datasheet (also in Excel format). The output, an
updated Excel cost-effectiveness model, is generated without human intervention.

* The process is powered by an LLM, which interprets the new data sheet and the Excel model, and works out what parameter values in
the Excel model should be updated to reflect the new data.

* A top-level diagram of the improved LLMAdapt toolchain is shown in Figure 1.

Figure 1. LLMAdapt process map (fully automated)
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Input files
* The toolchain uses two input files.

1) The first input file, the new data sheet, is built in Excel. The new data sheet uses a mixture of tables and natural language, and aims
to mimic the format in which data for model adaptation might be collected during a targeted literature review (see Figure 2). Some
formatting restrictions are imposed due to the challenges in Al-interpretation of inconsistently structured spreadsheet data.
Importantly, the new data sheet doesn’t contain any information about the cost-effectiveness mode. The LLM has to work out how the
model should be edited to reflect the new data.

2) The second input file is the Excel cost-effectiveness model itself. Most CEMs have a central parameter sheet to route raw parameter
data through sensitivity analyses. This sheet is fed to the LLM rather than the entire model, as it provides efficient access to the
model’s current parameter values and the cell reference locations in which they can be edited (via backtracking formulae). The
process works best with a well-labelled parameter sheet.

Figure 2. New data sheet
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Reading Excel data
e Python (OpenPyxl) was used to read data from the Excel input files.

e The processing tools used nested JSON strings to communicate structured spreadsheet data, which we found facilitates accurate
interpretation of large arrays of cells [ref] (see Figure 3).

Figure 3. Nested JSON Excel data
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Prompting
e For this study, we used GPT-4-1106-preview (a state-of-the-art LLM from OpenAl’s GPT series) to power the toolchain.

e The prompting strategy was based on the principle of task decomposition. An LLM will usually perform a complex task more accurately
when tackling each component of the task in isolation, rather than in response to a single prompt.

e Two seperate GenAl tools were used.
1) The first tool uses an LLM to convert tabular data from the new data sheet into plain English statements.

2) The second tool shows an LLM the nested JSON representation of the CEM central parameter sheet, and the plain English statements
describing the new data, and asks the LLM to generate a list of proposed updates to the CEM with justification (see Figure 4).

e To further decompose tasks into isolated components, data from the new data sheet were presented to the LLM one row at a time.

Methods - LLMAdapt

Figure 4. Core prompt
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Self-consistency

In addition to the prompting strategy, we implemented a self-consistency approach [3] to maximise the accuracy of the toolchain by reducing
non-systematic error.

Each prompt was submitted to the second GenAl tool five times, and only responses that were observed in at least 80% of cases were taken
forward (see Figure 5)

Figure 5. Self-consistency
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[‘Update GP visit cost to reflect the provided Czech Republic data’, ‘C58°, ‘£567]
[‘Change value for GP cost, as it does not match the Czech Republic data’, ‘C58’, ‘£567]
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[‘Update GP visit cost to reflect Czech Republic data’, ‘C58’, ‘£567]

Take forward only responses that occured at least 80% of the time

Updating Excel files

To conclude the toolchain, python (xlwings) was used to update the Excel file based on the output of the second GenAl toolchain.

Updates were automatically performed in the location at which the raw parameter value was defined and any updated parameters were
highlighted in the central parameter sheet of the CEM to aid subsequent human review.

Methods - Case study design

LLMAdapt was tested on two distinct HTA-ready models covering two distinct disease areas (one in muscle-invasive urothelial carcinoma
(MIUC) and one in myelodysplastic syndrome (MDS).

The MIUC model was adapted from a UK base case to a Czech Republic perspective, and the MDS model from a UK base case to a US
Medicare perspective.

Categories of country-specific data used in the adaptations included: therapy costs, discount rates, patient characteristics, medical
resource costs, medical resource consumption, health state utilities, disutilities, and subsequent therapy utilisation and cost.

To evaluate the performance of LLM adapt, a human health economist created a list of required parameter updates based on the new data
sheet, and these were compared against the updates made by the automated toolchain.

The human health economist identified that 102 and 199 parameter values should be updated based on the new data sheet for the MIUC
and MDS models, respectively.

Without human intervention LLM adapt identified and successfully performed 101/102 (99.0%) and 198/199 (99.4%) of those updates.
The two errors were ommissions, where the LLM failed to identify a parameter that should have been updated.

The execution time for the toolchain was 132 seconds for the MIUC model and 207 for the MDS model.

Compute costs were $9.44 and $8.54, respectively.

Table 4. Result table

MIUC

Parameters updated
101/102

Accuracy score
99.0% 132

Execution time (seconds) Compute cost

$9.44

MDS

198/199

99.4% 207 $8.54

Discussion

LLMAdapt maintained high accuracy (99.0% and 99.4%) across hundreds of parameter value updates to two HTA-ready models in two distinct
disease areas, providing evidence for the generalisability of LLM-based parameter adaptations of Excel cost-effectiveness models.

Accuracy results improved relative to the first version of LLMAdapt (presented at ISPOR US 2024). The improvement derived from the use of a
self-consistency approach and re-design of the toolchain structure, illustrating the importance of method design when utilising generative Al for
HEOR-related applications.

The improved process led to increased compute costs (AP| fees). However, the costs were still very low (<$10) and execution time was not
impacted. Compute costs can be reduced by dividing the central parameter sheet into granular categories (e.g., drug acquisition costs,
monitoring frequencies, utilities) so that the LLM doesn’t need to view the entire sheet when calculating each parameter adaptation. This
explains why the MIUC model adaptations were more costly than the MDS adaptations, despite the fact that half the number of parameters
were updated.

A single parameter value update was missed for each adapted cost-effectiveness model. The errors were observed to occur where several
updates were required to reflect a single data point. A potential mitigation strategy could be to include a reflection step, where the core LLM
(or another LLM) assesses whether the initial proposed parameter updates are comprehensive.

The process of adapting cost-effectiveness models to reflect new data is time consuming and error prone when performed manually. In addition
to country adaptations, similar processes are performed for updated database locks.

Methods such as LLMAdapt have the potential to reduce this manual burden, enabling adapted models to be produced at a lower cost and in
more rapid timeframes.

Some structural restrictions were placed on the input files (new data sheet, Excel CEM) to maximise the capabilities of the LLM in interpreting
the Excel data.

Further research could explore ‘LLM-friendly’ Excel model layouts. This could be the key to unlocking the full potential of LLMs in working with
Excel models (for example, enabling LLMs to edit Excel model engines or review model formulae). An ideal format would not only be LLM-
friendly, but also easy for a human to work with and develop.

Key takeaways

e LLMAdapt is a method that uses a large language model (LLM) to automatically adapt the parameter values of an Excel-based cost-effectiveness
model (CEM) to reflect new data.

e |LMAdapt was provided country-specific data in Excel format and automatically adapted two HTA-ready models without human intervention.

e LLMAdapt identified and successfully performed 101/102 (99.0%) and 198/199 (99.4%) of the required updates. Execution time was 132 and 207
seconds, respectively, and compute costs were $9.44 and $8.54.

e This case study provides evidence of the generalisability of this method across different disease areas.

e Further research could investigate ‘LLM-friendly’ Excel model layouts to enable more advanced modelling tasks (e.g., reviewing the formulae in a
model engine)
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