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Methods

• Using GPT-4, we extended the previous approach and generated the first 
draft of the clinical data extraction file in Excel® for 7 papers, including 
information on the study details, patient characteristics, interventions and 
the study outcomes (Figure 4).

• We evaluated performance with a human QC.

Results

• 497 variables were extracted from each paper on average at 22 minutes 
per paper.

• The performance was worst for variables that are normally found in tables 
(e.g., patient characteristics, Figure 5).

• Compared to the previous phase, we observed improvement in overall 
accuracy for “Study details” related variables (Figure 3, right).

Conclusion

• Improvements were observed with the upgrade of GPT version, specially 
for variables found in free-flow text.

• Better performance for extracting information from free-flow text 
compared to tables.
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Methods

• We devised a pipeline for variable extraction using GPT-3 (Figure 1).

• We extracted variables related to “Study details” from 23 papers and 
measured the accuracy of the GPT-based extraction compared to a 
manual extraction performed by humans (benchmark).

• For the variables that consisted of free-flow text, accuracy was estimated 
using BERTScore3, an evaluation metric for text generation.

• We then iteratively engineered parts of the GPT-based extraction 
algorithm and re-evaluated performance for selected variables with poor 
performance.

Results

• For the measured variables, the accuracy of extraction with the pre-
engineered version of the algorithm ranged from 17% to 100% (Figure 
2).

• By iteratively engineering the GPT-based algorithm, the extraction 
accuracy was improved for variables where AI initially had low 
performance. For example, for patient inclusion criteria accuracy 
increased from 40% to 70%, and for patient exclusion criteria the 
accuracy increased from 35% to 80%, across the studies (Figure 2).

• Using the new version of the algorithm, we extracted the “Study details” 
variables from a new set of 26 papers and quality check (QC) was 
performed by human researchers (Figure 3, left).

Conclusion

• Iteratively engineering the extraction algorithm can lead to better 
performance of data extraction.
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These results suggest that AI LLMs such as GPT, in 
conjunction with iterative algorithm engineering, could be 
used for generating first version of extraction file with 
good accuracy.

The current advancements in technology are expected to 
improve accuracy further.

Provided a human subject matter expert undertakes a 
QC, these tools could provide more efficient data 
extraction versus manual, human-only extraction.

SUMMARY AND CONCLUSION

• Systematic literature reviews (SLR) are commonly required to support 
market access activities for new products.

• The SLR process involves multiple time-consuming, and potentially error-
prone, steps such as publication screening, data extraction and reporting.

• We implemented an algorithm that used AI LLMs, such as GPT1,2, to 
generate the first version of the clinical data extraction file in Excel® for a 
SLR.

• We assessed performance by measuring the accuracy of the GPT-based 
extraction compared to a manual extraction performed by humans 
(benchmark) and with a human quality check performed on the GPT 
outputs (QC).

• The project was divided into two phases. In Phase 1, variable extraction 
was performed using a GPT-3 based algorithm. During Phase 2, the 
algorithm was adapted to use the most recent GPT version (GPT-4).
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Figure 1: Overview of steps for extracting variables from scientific papers using GPT-3, including semantic 
search and prompt engineering.

Figure 2: Accuracy of Phase 1 GPT-3 extraction compared to human benchmark. For yes/no or numeric variables, 
accuracy is given as percentage of correct variables extracted by GPT-3. For free-flow text variables, accuracy is given 
as BERTScore3. Light blue bars indicate accuracy. For some variables, prompt engineering was performed to try to 
improve accuracy. Dark blue bars indicate accuracy after prompt engineering.

Figure 5: Accuracy of Phase 2 GPT-4 extraction based on human QC. Accuracy is given as percentage of variables 
that are not NA (not applicable) / NR (not reported) and that were assigned as correct during QC. Left, chart: Average 
accuracy across all papers and all variables by topic (Accuracy) and number of not NA/NR variables across all papers 
per topic (N). Right, tables: Example of variables with high and low accuracy. 

Figure 3: Accuracy of Phase 1 GPT-3 and Phase 2 GPT-4 extraction of “Study details” variables based on 
human QC. Accuracy is given as percentage of variables extracted by GPT-3 assigned as correct during the QC (left, 
charts) and number of variables extracted by GPT-4 assigned as correct during the QC (right, tables).

Figure 4: Overview of steps for extracting variables from scientific papers using GPT-4 in Phase 2. Dotted grey 
lines indicate steps to be performed only during optimisation of the algorithm. Solid dark lines indicate steps performed 
during optimisation and application of the optimised algorithm for extraction.
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