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Data collected in electronic medical records The number of relevant articles in this topic has shown a growing

(EMR) or electronic health records (EHR) are tendency during the past 5 years [Fig. 2]. RELEVANT ARTICLES PER YEAR
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subject to various limitations for the assessment of Concerning their purpose of data processing, the publications were
clinical effectiveness and cost-effectiveness, as classified as follows: determining parameters to describe health states &
they are sparse, highly fragmented and require and assess transition probability, providing clinical decision support, ;
breakdown of temporal events to provide valuable predictin_g m_ortality or risk and focusing e_xclusively on feature selection, .
insight in the history of the disease and the standardization, and temporal sequence alignment. [Fig. 3]. 4
treatment. Our results suggest, that the most common types of data sources were 3
final reports, text reports of imaging diagnostics results, pathological i I
I reports, oncoteam reports, outpatient discharge reports, nursing diaries, , |l I I I
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Our aim was to review the methods used to  Feferrals gnd prescriptions. The most frequently gollected types pf d_ata {ﬁx I
process and analyze routinely collected ~ Wereé patient demographics (age, gen(_je_r, eth_mCIty), BMI, medication, <
EMR/EHR data to create model input variables ~ 'nterventions, general lab results, specific variables of cancer types (i.¢. Figure 2
for decision-analytic modeling in the field of ~ HER-2, PSA, etc.), TNM and staging. | URPOSE OF DATA PROCESSING
oncology. Some of the studies involved multiple types of cancer (10), while a
larger number of them foucsed on one specific type, such as breast (8), Sugg‘;'ft“go) predictions (5)
I colorectal (5), lung (2), prostate (2) or ovarian cancer (1).
A systematic literature review was conducted The population of patients in the studies varied from 20 to 1.2 million, i
- - . : . eature
and reported in compliance with the PRISMA  the population median was 4117. | | selection (4)
Statement. The use of machine learning (as a generic concept) was present in all of
The search resulted in 112 publications, which the researches we studied, while more resource-intensive technologies
amount was reduced to 38 during the such as neural networks and deep learning were less frequent. For the el state Standardization
- - - - - S (4)
title/abstract screening. Finally, 28 unstructured data natural language processing (NLP) techniques were zssessment TMA (1)
publications were retrieved for detailed review  used In almost every case, while data pipelines were created to overcome (15)
after the full text screening. [Fig. 1] the unique structure of EHR databases. In most researches, validation Figure 3
The relevant publications were analyzed and ~ Was conducted to test feasibility of the applied methods [Table 1].
Categorized, as Information Was Publication Country Applied Al methods Validation | . _ g;?gicsi(t;%|ar
SyStematlca‘I Iy eXtraCtEd, based on the Deep Patient: An UnSl]ff:rz]vi‘:’]szF;:griﬁZtaliltie(;Tt;ORF;rfgridC; the Future of Patients USA multi-layer neural network, deep learning: random forest 373
fO”OWlng Crlterla the alm, methOdS, reSUItS Extracting diagnoses and investigation results from unstructured text in electronic health records by semi- UK machine learning: novel algorithm,(the Ser;Wi-superVised Set Covering Machine’ 64
. . . supervised machine learning S3CM
and COnCI usIons Of researCh1 d ISEASES In Semi-supervised clinical text classification with Laplacian SVMs: USA machine learning: Semi-supervied, support vector machine (SVM), Laplacian y, 59
- - - - - an application to cancer case management SVM
queStlon1 patlent pOpLIIatlon1 patlent SeleCtlon Machine-learning prediction of cancer survival: a retrospective study using electronic administrative records AUS machine learning: SVM y, 37
- and a cancer registr '
and eXCIUSIOn’ type Of CO”eCted data’ data Subgraph augmented non-negative teisor):‘actorization (SANTF) USA machine learning: Subgraph augmented non-negative tensor factorization y, 31
" " for modeling clinical narrative text (SANTF)
anaIySIS methOdS’ applled SOftware and number Support Vector Feature Selection for Early Detection of Anastomosis Leakage NO machine learnina: Bag-of-Words model. SVM y, 28
Of Cltatl ons. From Bag-of-Words in Electronic Health Records J-bag !
Using machine learning to parse breast pathology reports USA machine learning: Learning curve analysis, non-linear classification v 21
PubMed Embase Web of Science Jtilizing un(}%?esrggigixza:;%r;;?;zs;;%rglg:zgi;cl)rli;:nr:eerdical Seons NL machine learning: NLP: Bag-of-Words model, topic modeling v 15
P et it Predictive modelin.g f)f colorect.al cancer usipngle Siggld-irc;fr.c(ij S|ore-proce.ssing pipeline on rfJutine electronic NL machine learning: CART, random forest, logistic regeression y, 13
\ l / | Recuent Neural Network Encoder and Mulinomi! Hierarohcal Regression Decore GER il ;g ezomiar (mueniats RLF / 1
On the Advantagign;zsaiir::% gg;joif;gf; [g:;ié\:lining Techniques NL machine learning: CART, logistic regression, RF v 7
| 12 Non-Duplicate Citations Screened Machine Learning MetholflrsO trg Ei(ggirc;nli)f;uen;ﬁ?]tgéig rc()jfS Breast Cancer Symptoms USA machine learning: CRE model, NLP / .
Development and Application o; :t:\:rizhwﬁthzr:;Q? Qapﬁirrc:gcch htg rr,?(\)sts;]eesrsaFS)Sort-term Mortality Risk Among USA machine learning: Boosted classifier, NLP y, 4
St Artificifa;lrlgtlzlslsiigfe;/rilgg I[_)ei:g;ngSSgrgjgi;:ns [\;iiiciztrt;renillolf::ources TW deep learning: random forest, SVM, feature matrix, NLP 4
L‘rill:rj:u A.FP“'-'-: P 74 Anticles Excluded Afier Title/Abstract Screen Machine learning to parse breast pathology reports in Chinese CN machine learning 4
Temporal Needleman—Wunsch USA Needleman-Wunsch algorythm v 3
Predicting Sentinel Node Status in Melanoma from a Real-World EHR Dataset USA deep learning: logistic regression, decision tree, random forest model v 2
Using natural language processing and machine learning to identify breast cancer local recurrence USA machine learning: SVM, NLP v 2
38 Articles Retrieved
Al [ Applied Informatics Decision Support Tool for Mortality Predictions in Patients With Cancer USA machine learning: self-developed software for decision support v 2
Automated Extraction and Classification of Cancer Stage Mentions machine learning: NLP: clinical Text Analysis and Knowledge Extraction System
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l Applying Artificial Intelligence to Address the Knowledge Gaps in Cancer Care USA machine learning: Oncology Expert Advisor 1
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Identifying Cases of Metastatic Prostate Cancer Using Machine Learning on Electronic Health Records USA machine learning: APHRODITE package: feature vector, LASSO v 0
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Extraction of BI-RADS findings from breast ultrasound reports in Chinese using deep learning approaches CN neural network, deep learning, NLP v 0
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I Table 1

On one hand, our analysis suggests that the use of Al In the analysis of oncological EHRS Is becoming more and more common. Based on the 28 articles we reviewed the
most commonly reported difficulties related to EMR like incompleteness, sparseness and high dimensionality can be overcome by the application of feature selection and
a well-defined data pipeline. While the precision and recall of the subsequently generated predictive models employing supervised or unsupervised machine and deep
learning processes are way beyond the expectations compared to traditional modelling. On the other hand, none of these analytic methods had any clinical
Implementation at the time of our research. In spite of the outstanding academic results provided by these processes and the increasing demand for using EHRs for real-
world data analysis and for model input generation the practical value and the applicability of Al in healthcare decision support is still ambiguous.
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