
Context: Artificial intelligence (AI) is becoming integral to analytics that transform real-world data (RWD) into real-world evidence (RWE) for regulatory, health technology assessment (HTA) decisions
and to generate evidence for other objectives.1-3 Several HTA agencies have released documents on AI integration for RWE in reimbursement submissions, including NICE, CDA, and IQWiG,3 specifying
its use for data analysis, especially producing structured data from unstructured RWD.4,5 However, existing reporting checklists, originally designed for conventional statistical studies, seldom address
the additional complexity introduced by machine-learning workflows.6-10 In AI-enabled RWE, crucial elements such as model training, performance validation, explainability, and bias mitigation are
often inconsistently reported or omitted, limiting reproducibility and weakening decision-maker confidence. The growing regulatory focus on trustworthy AI, exemplified by the European Union’s AI
Act, further reinforces the need for clear documentation of AI system development, validation, and governance, particularly in high-risk domains like healthcare.11

Objective: This study aimed to develop a structured, open-access checklist for transparent use of AI in RWE (AI-in-RWE Transparency [AIRT]) that distinguishes between items considered essential for
credibility and those deemed desirable based on context.
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The AI-in-RWE Transparency (AIRT) Checklist: Essential and Desirable Standards for 
AI-Enhanced Real-World Evidence

AIRT — Advancing transparency and trust in AI-driven healthcare evidence. The AIRT checklist standardizes transparency, validation, and 
reporting practices for AI-enabled real-world evidence, ensuring methodological rigor, scientific credibility and reproducibility. 

The AIRT checklist was developed through a multi-phase, mixed-method approach to ensure methodological rigor, transparency, and practical applicability. 
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Evidence Mapping: A structured desk search was conducted to identify key 
sources informing transparency standards for AI applications in RWE. This 
included: 
• Regulatory and HTA guidance (e.g., NICE, CDA, FDA)4,6,7,12 

• Methodological position papers and peer-reviewed publications 2,13,14

METHODS
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Stakeholder Engagement: Findings from the evidence mapping informed the 
development of a semi-structured interview guide, which was used to conduct 
discussions with key opinion leaders from HTA agencies, life-science companies, 
academia, and patient groups. Interview transcripts were analyzed using an inductive 
qualitative approach to identify, consolidate, and prioritize items considered critical for 
AI transparency and credibility in RWE generation.
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Checklist Development: A multidisciplinary team of experts in RWE, AI, health 
economics, and patient-centered outcomes developed the AIRT checklist by 
synthesizing evidence from literature mapping and stakeholder input to define 
key domains and transparency items. Each item was assessed for clarity, 
relevance, and feasibility to ensure practical use across a wide range of AI-RWE 
studies. 
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Pilot Testing and Validation: The refined checklist was pilot tested across AI-
RWE case studies (n=3)15-17 to evaluate clarity, completeness, and ease of use. 
Feedback from this testing assessed the checklist’s alignment with regulatory 
expectations and its capacity to support transparent and credible reporting. 
The final checklist differentiates between essential items (must be reported) 
that are required for credibility and desirable (should be reported) items that 
can be adapted based on study objectives and data maturity.

RESULTS and DISCUSSION

• The emerging AIRT checklist captures reporting expectations across domains such as study conceptualization, data source and collection, analyses and modeling, quality appraisal, 
interpretation and dissemination, and validation processes by human in loop component. A companion digital tool is in development to guide users through each domain, generate structured 
transparency summaries, and highlight potential reporting gaps. 

• Early pilot mapping of published studies indicates that consistent use of AIRT could improve clarity and streamline both internal and external review and evaluation processes. Consistent 
implementation of the AIRT framework can bring methodological clarity, transparency, and reproducibility by explicitly defining when, where, and how AI was used, detailing the validation 
procedures applied to assess its accuracy, and evaluating and standardizing the reporting of these processes.

• Limitations: The AIRT framework is currently conceptual and requires broader iteration and validation across diverse therapeutic areas and data types. Implementation consistency may vary due 
to differences in AI maturity, governance structures, and data accessibility across organizations.
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Essential Items Desirable Items

Clearly state the intended use of AI (e.g., study design, statistical analysis, 
cohort identification, algorithmic prediction, report drafting, SAP 
development).

Define the primary objective and context of use (e.g., evidence generation, 
exploratory research). Describe study scope, endpoints, and rationale for AI 
integration over conventional methods.

Specify data source(s), and time frame (claims, EHRs, registries, etc.).  
Describe AI-enabled data identification and preprocessing steps (e.g., NLP 
extraction, image recognition, automated coding). 

Provide detailed algorithm development for data curation and validation of 
the scientific rationale behind variable or feature selection.

Specify AI/ML model type(s) used (e.g., LLMs, random forests, neural 
networks) and the justification for selection. Provide model validation strategy 
(internal, external, cross-validation) and metrics used. 

Document training datasets, preprocessing, and feature engineering methods. 
Discuss model applicability, interpretability, and performance boundaries.

Identify potential sources of bias (data, algorithmic) and describe methods for 
detection and mitigation. Describe how biases were reported or addressed in 
study interpretation.

Report any disparities in model performance across subgroups (e.g., age, 
gender, ethnicity, disease severity). 

Indicate whether ethics or Institutional Review Board approval was required 
and obtained, and describe data privacy safeguards, consent management, 
and governance processes implemented for AI-driven analyses.

Disclose compliance with broader regulatory and data governance frameworks 
(e.g., GDPR, HIPAA), explaining how these standards were operationalized to 
ensure transparency, accountability, and responsible AI use.

Document performance validation and reproducibility testing (e.g., 
independent reruns, code verification). Include sensitivity analyses or 
uncertainty quantification methods relevant to AI outputs.

Present AI-derived results alongside conventional analyses, highlighting 
differences in outcomes or insights. 

Ensure comprehensive reporting of AI methodology, including access to code, 
model parameters, and training data (where permissible). Declare limitations 
and uncertainties specific to AI model outputs. 

Provide references or repositories for models or datasets used, when publicly 
available.

Specify the role and timing of human expert input (during data curation, 
model training, validation, or interpretation). Describe mechanisms for human 
review of AI outputs, including override protocols or expert arbitration. 

Report the qualifications or domain expertise of reviewers involved in human-
AI interactions. Reflect on how human oversight improved transparency, 
reliability, or ethical balance.
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