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Background

> Attificial intelligence (Al) is advancing rapidly in healthcare due to its ability to analyze vast
amounts of data and provide insights that support evidence-based decision-making. More
recently, LLMs have shown substantial promise due to their ability to learn and adapt to various
linguistic patterns without extensive specialized training. Furthermore, they have been applied to
literature reviews to screen scientific articles and extract information.

> Despite these advances, research on LLMs' capabilities in reading and critically appraising
scientific papers is limited. Appraising and analyzing scientific articles is a challenging and time-
consuming task for researchers, particularly when the articles are lengthy and complex, and the
volume of literature is substantial. This poses a significant barrier to efficiently extracting insights
and building confidence in the scientific data presented.

» The STROBE (Strengthening the Reporting of Observational Studies in Epidemiology) checklist
provides a standardized framework for evaluating key elements of observational studies and
sufficient information for critical evaluation of epidemiological data. This guideline is comprised of
22 items that authors must adhere to before submitting their manuscripts for publication. While
comprehensive, using STROBE as a critical appraisal tool requires substantial time investment
from human reviewers when conducting epidemiological literature reviews to understand the
burden of disease, natural history, disease surveillance, unmet need, etc.

>  As the volume and complexity of epidemiological research continue to expand, the traditional
(human reviewer only) approach to critical appraisal becomes increasingly unsustainable (Figure

1).
While Al significantly reduces appraisal time and offers an efficient alternative to traditional
methods, it introduces unique challenges in the lack of contextual understanding, inability to
make nuanced interpretations, and potential bias. A hybrid approach—combining Al's speed
with human experts' critical judgment—creates an optimal workflow that maximizes
efficiency while maintaining the quality standards essential for reliable critical appraisal
(Figure 1).
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> In this study, we evaluated the use of LLM-assisted human evaluation vs. human review only to
assess the quality of epidemiological literature using the STROBE checklist.

Objectives

>  To compare the performance of LLM-assisted human review vs. human review only in applying the
STROBE checklist for epidemiological studies:

To evaluate whether LLMs can efficiently reduce the workload of human reviewers in
epidemiological study assessment.

To assess the accuracy (alignment) between LLM-assisted reviews and human-only reviews.

To evaluate the completeness and thoroughness of LLM appraisals across the 22 STROBE
checklist items.

To identify specific STROBE checklist items where LLMs perform consistently well or struggle.

Methodology
> Design of the study

This study uses a methodological research design to evaluate the comprehension
capabilities of an LLM tool using the STROBE checklist.

» Selection of studies

We conducted a targeted literature search using both EMBASE and PubMed databases. For
EMBASE, we utilized Emtree terminology, while for PubMed, we employed MeSH terms;
both searches were supplemented with free text terms to ensure comprehensive retrieval.
Our population of interest comprised adult patients with locally advanced unresectable
esophageal cancer, with a global geographic scope.

The search strategy combined indexed and free terminology for disease ("esophageal
cancer" OR "esophageal neoplasm" OR "gastroesophageal junction cancer") with terms
indicating disease stage ("stage 2" OR "stage 3" OR "advanced" OR "locally advanced" OR
"non-metastatic" OR "unresectable" OR "inoperable"). We further refined our search by
incorporating epidemiological terms ("epidemiology,” “incidence,” OR "prevalence") and
observational study design filters. To enhance search sensitivity and precision, we employed
various synonyms and proximity operators.

Following completion of our targeted review, we identified 38 relevant studies, from which
we selected 20 for our STROBE checklist assessment comparing LLM-assisted human
review vs. human review only (Figure 2).

o We prioritized studies published as journal articles with clearly defined epidemiological
objectives, comprehensive reporting, adequate sample sizes, etc. Additionally, we
favored more recent publications to ensure the assessment reflected current
epidemiological methods and reporting practices. This structured selection process
ensured that our comparative evaluation of LLM-assisted human review vs. human
review only was conducted using high-quality epidemiological research representative
of current standards in the field (Figure 2).
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Figure 2: Flow of citations
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> Benchmark development (Human reviewer only)
An experienced human reviewer conducted a comprehensive critical appraisal of all 20
studies included in the analysis. This methodological approach involved a highly
qualified individual with 8 years of advanced expertise in literature review
methodology, statistical analysis, and epidemiological methods, who independently
evaluated each study against the established STROBE assessment criteria. This
provided a robust and reliable reference standard against which the LLM-assisted
human evaluation responses were compared.
> LLM-assisted human review for comparison
The prompts were designed to elicit comprehensive analyses from LLM, rather than
simple yes/no answers. The prompt package included appraisal guidance, a response
template, and study documents for quality assessment. Outcomes measured were
accuracy (LLM-assisted human evaluation vs. human-only alignment), completeness
(thoroughness of item appraisal), and time efficiency.
Figure 3: LLM-assisted STROBE
evaluation workflow
Instructed the LLM
to transform each
STROBE checklist
item into a specific
question or prompt
for itself
" To ensure
& "“’;‘:r"e,’:l;gewe’ standardization in
scrutinized and usmgmtglg Iﬁtr’ we
edited (if needed) ”com';mf
LLM’s responses orkflow]
LLM provided STROBE item —
detailed responses Question/prompt for LLM —
addressing each of . .
the 22 STROBE. Iterations to the simulated
items (per study) research question —
Final answer
Results

Table 1: STROBE criteria compliance heat map
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Conclusion

H

LLMs show promising capability to expedite critical appraisal processes but cannot replace
human expertise. We advocate for a two-tiered approach: deploying LLMs as preliminary
reviewers, followed by essential human expert engagement on complex interpretative
elements. This workflow strategically conserves time while directing valuable human
expertise toward the more nuanced and contextual aspects of literature evaluation.
Importantly, the human reviewers in this workflow must possess specific domain knowledge
and critical appraisal skills to validate, contextualize, and refine the LLM outputs effectively.



