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OBJECTIVES: Health technology assessments (HTA) agencies like National Institute for Health and Care Excellence (NICE) 
evaluate sponsor-submitted evidence to inform reimbursement decisions, with a key focus on identifying evidence gaps 
through clarification questions. This study aimed to develop and validate a multi-agent Generative artificial intelligence 
(GenAI) framework that simulate sponsor HTA conversations by generating clarification questions using sponsor-submitted 
data.
METHODS: A role-based, multi-agent large language models (LLMs) framework was developed to simulate sponsor-HTA 
interactions, featuring specialized AI agents representing HTA secretariat (lead), clinical, economic, PRO and patient/public 
involvement reviewers. The HTA secretariat coordinated the process and compiled clarification questions based on HTA 
guidelines. Using sponsor-submitted data for hepatocellular carcinoma (HCC), the tool generated questions across clinical, 
economic, and textual domains. Subject matter experts (SME) validated the outputs for relevance, accuracy, traceability, 
and alignment with HTA expectations.
RESULTS: Two NICE HTA submissions in first-line advanced/metastatic HCC were selected for sponsor-HTA simulation. The 
multi-agent GenAI system successfully simulated interactions by generating structured clarification questions based on 
sponsor-submitted evidence. A total of 104 questions were generated including 29 clinical, 62 economic, and 13 textual. The 
majority of questions focused on data-related gaps, while a smaller proportion sought clarification on methodological 
aspects. The AI-generated output was validated by a SME, demonstrating 80-85% agreement with actual clarification 
questions previously raised by NICE in the technology appraisals. The remaining 15-20% of questions, although not identical 
to historical NICE examples, were still relevant and evidence-based, reflecting potential gaps that would warrant further 
clarification within the HTA process.
CONCLUSIONS: The multi-agent GenAI framework provides a scalable, regulatory-aligned method for simulating NICE HTA 
reviews by generating structured clarification questions. It enhances sponsor preparedness and may streamline 
assessments, with future updates to include budget impact and real-world evidence.



Imagine if we could anticipate the 
HTA’s questions - before the 

assessment begins



HTA submissions are complex and time intensive

The HTA submission process is highly time- 
and labor-intensive, requiring extensive 

preparation of documentation and 
analyses

It involves processing vast amounts of 
clinical, economic, and real-world data 

within tight timelines to meet submission 
deadlines

Post-submission, EAG review and feedback 
may lead to additional iterations, extending 

the time to final decision



The EAG review process

Step Stage Key Output

1 Scoping Final scope

2 Company submission Evidence dossier

3 EAG review Assessment report

4 Technical engagement Resolution of issues

5 Appraisal committee Draft → Final guidance

6 Publication NICE final guidance

7 Implementation NHS adoption



Can we streamline this process, 
without compromising scientific 

rigor?



Reimagining HTA conversations
• GenAI was used to develop and validate an 

LLM model that could identify evidence gaps in 
an evidence submission and predict 
clarification questions from the EAG

• A role-based, multi-agent LLMs framework was 
developed to simulate sponsor-HTA 
interactions, featuring specialized AI agents 
representing EAG lead, clinical, economic, ITC 
experts and advisors



Reimagine the HTA 
assessments

Generative AI



• The lead sets the main objective guiding the agents’ discussion. Each agent is given a distinct role and 
context

SME validated the outputs 
for relevance, accuracy, 

traceability, and 
alignment with HTA 

expectations

How the conversation takes shape



How the conversation takes shape

• The multi-agent GenAI system successfully 
simulated interactions by generating structured 
clarification questions based on sponsor-
submitted evidence for two submission 

• A total of 104 questions were generated, including 
29 clinical, 62 economic, and 13 general

• The majority of questions focused on data-related 
gaps, while a smaller proportion sought 
clarification on methodological aspects

NICE 1L advanced/mHCC submissions were used for the simulation



Questions generated by the agents



Questions generated by the agents



High level of concordance between AI-simulated and actual questions

• The AI-generated output was validated by an SME, 
demonstrating 80-85% agreement with actual 
clarification questions previously raised by NICE in the 
technology appraisals TA551 and TA666

• The remaining 15-20% of questions, although 
not identical to historical NICE examples, were still 
relevant and evidence-based



High level of concordance between AI-simulated and actual questions

Clinical Economic Methods
Actual Questions 27 58 11
Gen AI Predicted 23 49 9
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Key question missed by Gen AI

The EAG have sourced the relevant EMA public assessment report, but please clarify whether there is 
also a Medicines and Healthcare products Regulatory Agency (MHRA) Public Assessment Report. If 
yes, please provide a (confidential) copy

Please provide the extent to which each biomarker was elevated (mean/median/range) or changed due 
to each

Please clarify which of the following numbers are correct in the first SLR update. The Medline and 
Embase results are 484 on the final line Page 3 of 69 Clarification questions of the CS, Appendix D, Table 3 
when limited to English language, but 494 is reported in the PRISMA flow diagram (CS, Appendix D, Figure 2). 
Medline in Process via PubMed is 178 in the CS, Appendix D Table 4, but 162 in the PRISMA flow diagram 
(Figure 2)

Please provide details of the number of patients in each group whose survival follow up was 
discontinued by the sponsor (company submission, page 20), and reasons why



Strengthened sponsor readiness and streamlined review

• The multi-agent GenAI framework offered a 
scalable approach to simulating NICE HTA review 
processes by generating structured clarification 
questions

• It enhances sponsor preparedness and may 
streamline future assessments, with planned 
extensions to incorporate additional analyses and 
real-world evidence



Reimagine the HTA assessment
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