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Abbreviations:  TRUST = Transparent Uncertainty Assessment 
Tool, GRADE = Grading of Recommendations Assessment, 
Development and Evaluation, PROBAST+AI = Prediction model 
Risk Of Bias Assessment Tool, QUADAS-2 = Quality Assessment 
of Diagnostic Accuracy Studies

Aim

To identify common uncertainties in EEs of AI-based health 
technologies used in clinical care. Explore how these 
uncertainties are currently assessed in existing model-based 
EEs. Formulate recommendations for practice and research.

Introduction

Despite Artificial Intelligence (AI)'s growing potential in clinical care, 
inadequate evidence on (cost-)effectiveness often hinders adoption. 1,2 For 
successful clinical implementation and societal impact, robust economic 
evaluations (EEs) with uncertainty assessment, are essential. 3

Understanding Uncertainty in EEs of AI

Three uncertainties within EEs of AI were defined: (1) Transportability, (2) Human-AI 
collaboration, and (3) Performance dynamics. All three are caused by unavailability and/or 
indirectness of the evidence and can manifest in multiple model aspects. 3-6

Existing EEs occasionally addressed transportability and human-AI collaboration, but not 
performance dynamics. 7,8

Conclusion

❖AI-based health technologies have the potential to transform the health care sector, but uncertainties within model-based EEs, often caused 
by a lack of context-specific evidence, need to be appropriately managed.

❖We have developed recommendations for uncertainty identification and analysis for assessing transportability, human-AI collaboration, 
and performance dynamics.

❖Further research is needed to apply and further refine these methods in future EEs of AI-based health technologies. 

TRANSPORTABILITY = AI performance can be affected by differences between the target setting 
and the development setting

PERFORMANCE DYNAMICS
- Life-cycle assessment methods

including VOI analysis

ALL
- Systematic uncertainty identification

- TRUST
- GRADE, PROBAST+AI, QUADAS-2 

or APPRAISE
- Structured expert elicitation
- Discrepancy approaches
- Scenario analysis & model averaging

HUMAN-AI COLLABORATION = AI performance is often directly compared with that of humans, but 
in real-life human-in-the-loop systems are more common

PERFORMANCE DYNAMICS = AI performance can change over time due to model drift and updates

HUMAN-AI COLLABORATION
- Reliance discrepancy terms

TRANSPORTABILITY
- Random effect meta-analysis

Recommendations for future EEs of AI

We give general approaches for identifying 
and analyzing all uncertainties, and specific 
methods tailored to the three common 
uncertainties, based on literature on existing 
EEs and uncertainty assessment methods. 7-9

Figure 1: Understanding uncertainty in AI-based health technologies: multiple dimensions
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