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A) Recall

e Unstructured echocardiogram reports provide valuable diagnostic 1.0

information for research; however, their lack of standardized ©%
terminology, inconsistent format, and poor integration with structured 232
data limit their scalability for real-world studies.'? 0.60
e While large language models (LLMs) show promise in clinical text ©°
processing, the influence of model type and prompt complexity on 222
their ability to extract cardiac features from echocardiogram reports o0
remains poorly understood.3 gég
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* To compare LLM performance in extracting key clinical information B) Precision
from echocardiogram reports across different (1) model sizes, (2) 1
prompt complexities, and (3) cardiac feature types. 2:2
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1. Task dEflnltlon: abnormality
» To identify 10 predefined cardiac features from unstructured C) F1-score

echocardiogram reports (systolic dysfunction, diastolic dysfunction, oo

hypertrophy, chamber dilation, valvular stenosis, regurgitation, ZZS
leaflet and cusp abnormality, thrombosis, pericardial effusion, and

mass or tumor) 0.60

2. Data curation: o
» Data source: unstructured echocardiogram reports from patients 030
with lung cancer who visited National Taiwan University Hospital
(NTUH) oo

Systolic Diastolic  Hypertrophy Chamber Valvular Regurgitation Leafletand Thrombosis Pericardial Mass or
» Gold standard dataset: 50 annotated cases per feature (30 dysfunction dysfunction dilstion  stenosis cuso cHusion  tumor
«l e . . . b li
positives + 20 negatives); 435 unique reports were selected in total abnormality
3. Model selection: D) Accuracy

1.00

» 3 open-source LLMs (from small to large: LLaMA3.1:8B, Mistral-

Small:24B, and LLaMAS3.3:70B) tested in a zero-shot setting 2:2

4. Prompt design: 2 prompt formats were compared, each asking the °”
LLM to extract all ten cardiac features in a single query 222

» Short prompt: one classification question per feature 0.40

» Long prompt: including follow-up questions on severity, involved 222
segment, and mechanism for each feature 0.10

0.00
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» Metrics: accuracy, precision, recall, and F1-score abnormality

» Analysis level: feature-wise and model-wise . .
Figure 2. Performance comparison of large language models across prompt formats

» Evaluation approach: compare the LLM outputs with the gold  3nd cardiac features: A) Recall, B) Precision, C) F1-score, and D) Accuracy
standard answers

RESULTS CONCLUSION

* Model comparison: The small model (LLaMA3.1:8B) exhibited greater e Open-source LLMs demonstrated strong utility in extracting information
variability in accuracy (range: 0.70-1.00), whereas the large model from unstructured echocardiogram reports.
(LLaMA3.3:70B) consistently scored above 0.90 for all cardiac features. e However, the performance of smaller models was more affected by the
(Figure 2) complexity of prompts and variability in clinical text descriptions.

e These results underscore the importance of tailoring LLMs and prompt

* Feature comparison: Chamber dilatation and leaflet or cusp
strategies to facilitate data enrichment for real-world evidence.

abnormalities showed the lowest accuracy and Fl1-score.
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