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Race/Ethnicity as Predictors
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Key Info

Like many economists said, to answer a question:
Should we include race in the machine learning models?

The answer is always:
IT DEPENDS ON CONTEXTS

ØEvidence is mixed
ØA guideline for model-building practice is needed
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The use of race in models is still contentious
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• All patients benefit when 
clinical decisions are jointly 
guided by race and other 
covariates
• In prognostic models, the use 

of race will compromise 
equality because of an ex ante 
rewarding
• The choice of convenient, 

seemingly effective proxies for 
health outcomes is the source 
of algorithmic bias
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Diagnostic prediction: failure to include race will 
propagate inequities and discrimination

Prognostic prediction: including race with 
resource allocations following an ex ante reward 
principle can compromise the equality

• All patients benefit when 
clinical decisions are jointly 
guided by race and other 
covariates
• In prognostic models, the use 

of race will compromise 
equality because of an ex ante 
rewarding
• The choice of convenient, 

seemingly effective proxies for 
health outcomes is the source 
of algorithmic bias
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2023 Novel heart disease risk calculator
 Specifically, Sex-Specific and Race-Free
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AHA PREVENT Equations
• Remove race from risk 

prediction, acknowledging it is 
a social construct and not a 
biological predictor
• Build sex-specific models, 

acknowledging biological 
differences by sex
• Include a measure of place-

based social disadvantage 
support
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Two Tasks & Two Data & Two Scenarios
Task 1: CVD Prediction

• Data Source: National Health and 
Nutrition Examination Surveys (NHANES) 
2007-2018
• Binary outcome: 

• Self-report cardiovascular diseases, 
including coronary heart disease, 
heart failure, or stroke

• Models:
• All population model
• Race-specific model
• Gender-specific model

Task 2: APO Prediction
• Data Source: U.S. Birth Registration 

2016-2023
• Binary outcome
• Adverse pregnancy outcomes, 

including cesarean delivery, ICU 
admission, transfusion, preterm 
birth, low birthweight, or NICU 
admission

• Models:
• All population model
• Race-specific model

Scenarios: (1) Race-Sensitive (RS), including race as a predictor; (2) Race-Neutral (RN)
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7 Learners: Compared with Logistic Regression

K-Nearest Neighbors 
(KNN)

Classified based on the 
majority class of nearest 

data points

Support Vector Machine 
(SVM)

Classified based on the 
best separating 

hyperplane

Naïve Bayes
Classified based on the 

Bayes’ theorem with 
feature independence

XGBoost
A gradient boosting 

method that builds trees 
sequentially, min. error

Random Forest
Classified based on the 
ensemble of decision 

trees

Decision Tree
Classified based on the 

splitting features
12
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Modeling Concern 1: Imbalanced Data
 Trick: Downsampling & Stratification

Downsampling
Remove random samples from the 
majority class
• Simplify decision boundary

Stratification
Preserve class proportion during 
cross-validation
• Reliable performance measure
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Modeling Concerns 2: Hyperparameter
 Trick: Optuna is a Bayesian-based Tuning Tool
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Takuya Akiba, Shotaro Sano, Toshihiko Yanase, Takeru Ohta, and Masanori Koyama. 2019. Optuna: A Next-generation Hyperparameter Optimization Framework. In KDD.

Optuna automatically searches 
on a set of hyperparameters, 
and trains/validates using k-fold 
cross-validation (CV)
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Modeling Concern 3: Model Generalizability 
 Trick: Nested Resampling Scheme

Nested: Inner + Outer
• Inner: A k-fold CV to find the 

best hyperparameter 
(OPTUNA)
• Outer: Measure performance 

on the test split
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Modeling Concern 3: Model Generalizability 
 Trick: Nested Resampling Scheme

Nested: Inner + Outer
• Inner: A k-fold cross-

validation to find the best 
hyperparameter (Optuna)
• Outer: Measure performance 

on the test split
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Modeling Concern 3: Model Generalizability 
 Trick: Nested Resampling Scheme

Nested: Inner + Outer
• Inner: A k-fold cross-

validation to find the best 
hyperparameter
• Outer: Measure performance 

on the test split
Repeated Multiple Times

Performance Metrics Pool 
for Boostrapping
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Modeling Concern 4: Model Performance 
 Trick: ROC-AUC & PR-AUC

ROC-AUC: Discrimination ability
• Insensitive to imbalanced data

PR-AUC: Ability in detecting 
minority class (positives) in 
imbalanced data
• Sensitive to imbalanced data

18
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Glance at Imbalanced Data: Relative Proportion
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CVD Prediction
• More White and Hispanic
• Black had highest prevalence

APO Prediction
• More White and Hispanic
• Black had highest prevalence



Information Retrieval 
and Data Science

Glance at Imbalanced Data: Prevalence of Outcome
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CVD Prediction
• More White and Hispanic
• Black had highest prevalence

APO Prediction
• More White and Hispanic
• Black had highest prevalence
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CVD Prediction: Race Matters? No 
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No Difference
• Tree-based 

learners 
performed better

• All-population 
model was modest 
with some 
tradeoffs

• Worst 
performance for 
black-specific 
models, though 
largest prevalence
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No Difference
• Tree-based learners 

performed better, 
similar to logistic reg.

• All-population model 
was modest with 
some tradeoffs

• Worst performance 
for black-specific 
models, though 
largest prevalence
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APO Prediction: Race Matters? No 
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No Difference
• Worst performance 

for white-specific 
models
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Advanced models are not always better
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Machine learning methods offered only 
limited improvement over traditional logistic 
regression in predicting key HF outcomes. 

• They may not be dominantly 
better than traditional 
models, e.g., Logistic Reg.
• Cautiously deploying models in 

your daily work!
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Algorithms uncover unrecognized bias
• People are not aware of their 

biases when making decisions
• Their self-trained algorithms reveal 

more biases than their own 
decisions, as much as they see in 
other people
• People are more likely to correct 

their biases in algorithms

27
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Guidance is helpful
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Prediction and Causal Inference 
are distinct
• Decision contexts matter
• Antidiscrimination principles 

matter
• Testing and identifying trade-

offs in achieving equity-
related goals matter
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Takeaways

Should we include race in the machine learning models?

STILL RECOMMEND TESTING WITH CAUTION
ØUncover unrecognized bias in the data

ØUnderstand the role of race in the question
ØCarefully interpret the results


