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What is Generative AI ? 

Generative AI (Gen AI)
AI systems that generate text, images, or other content based on 
input data, often creating new and original outputs.  

Large Language Models (LLMs)
A subset of foundation models trained on extensive text data to 
perform tasks like recognizing, summarizing, translating, predicting, 
and generating text based on large datasets.



How Large Language Models (LLMs) Use Context

• Context Retention: LLMs generate relevant and coherent 
responses by retaining information from earlier inputs. 

• Example: If a conversation includes clinical trial data, the model 
continues to generate responses within a healthcare framework.

• Analogy: Similar to a thoughtful colleague who remembers 
previous questions and responds in a consistent, context-aware 
manner.



How Good is Gen AI ? 



Very good ! 



And Improving Rapidly 

May 2025 September 2024 



But Prompting Language is Important … 



Applications of Generative AI in HEOR 



Key Applications of Generative AI in HEOR

• Systematic Literature reviews: Automation of search terms, 
abstract screening, data extraction, and code generation for meta-
analyses.

• Health economic modeling: Conceptualization, validation, 
parameterization, country adaptations. 

• Real World Evidence: Analysis of large unstructured data from 
clinical notes and imaging.

• Dossier Development: Outline, Drafting. 



A Few Examples 



A Review of the Uses of Gen AI for SLRs 

Reference: Chhatwal et al. Assessing the Effectiveness of Large Language Models in Automating Systematic Literature Reviews: Findings from Recent Studies. ISPOR Montreal 
2025 



Example: Automating title/abstract screening 

• Results: Sensitivities ranged 
from 81.1% to 96.5% and 
specificities ranged from 
25.8% to 80.4%.

• Conclusion: GPT-3.5 Turbo 
model may be used as a 
second reviewer for title 
and abstract screening

Tran VT et al. Sensitivity and Specificity of Using GPT-3.5 Turbo Models for Title and Abstract Screening in 
Systematic Reviews and Meta-analyses. Ann Intern Med. Jun 2024;177(6):791-799. doi:10.7326/m23-3389 

SLR



Developing Economic Models Using Gen AI
HEM



Some Limitations 

• Accuracy 
• Comprehensiveness
• Factuality 
• Robustness 
• Reproducibility
• Privacy and Security 

Reference: Fleurence et al. ISPOR Working Group on Gen AI. ArXiv, 2024



Final Thoughts 



User Expertise vs. Model Performance 



Conclusions 

Early applications of Gen AI in HEOR show a lot of promise

User expertise and model performance are improving in 
tandem 

A learning community is important on this journey – consider 
joining the ISPOR AI Community of Interest ! 



Join the Artificial Intelligence Community of 
Interest 
How to Join:
1. Scan the code.
2. Login with your email and ISPOR password.
3. Select “Community of Interest - Artificial 

Intelligence.”
4. Click Save. 

The AI COI is open to all ISPOR members. 

The Artificial Intelligence Community of Interest is 
currently seeking volunteers for Community Engagers 
for their Online Community – Sign Up Today!
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