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Conclusions
• LLMs show great potential utility for “pre-screeningˮ titles/abstracts to increase SR screening efficiency.

• The initial set of records flagged as includes by the LLM often contains more positives than an equal-sized random sample, 
   making it a stronger training set for downstream ML models.

• Implementing a 2-stage workflow consisting of LLM prioritization of likely includes, followed by ML-based filtering significantly 
   boosts sensitivity.

• A combination of LLM pre-screening and ML training could greatly reduce the overall effort and resources required for screening.

Results Example prompt structure for ChatGPT (Approach A):

“We are conducting a systematic review and pairwise 
meta-analysis to evaluate the effectiveness of
_____________ on treating ____________. 

For this review, we have the following eligibility criteria: 
Population: We will include studies of … We will exclude 
studies of …
Intervention: We will include studies that examine …
Comparator: Comparators will include …
Study design: We will include … We will exclude … 
The file that I will upload is a .csv containing ______ 
records that were retrieved from multiple databases and 
de-duplicated. 
The first column is a record ID, the second column is the 
title, and the third column is the abstract (the first row is the 
names of these columns). I want you to look through each 
record's title and abstract and make a judgement for 
whether it is likely to be relevant or not to our review 
question. 
Apply the criteria that I specified above and return a new 
.csv that contains the same three columns, but only the 
records that are relevant for our systematic review. If a record 
is missing the title or abstract, ignore the missing information 
and base your decision on the present information.ˮ

Sensitivities were calculated as the proportion of the human-
screened final includes that were predicted as includes by the LLMs.

After screening between 1% - 14% of all records, systematic 
reviewers may already identify between 23% - 75% of final 
includes for their project. Combined with ML-assistance, 
it should be feasible to switch to single-human screening after 
~30% of all records have been screened, saving >50% 

Table. Results of LLM record prioritization

Methods
We used two SRs, completed entirely within the PICO Portal 
platform, with double human screening at title/abstract and 
full-text levels. 

SR#1 had strict eligibility criteria, 48 final includes, and 
12103 initial records 
SR#2 had broad eligibility criteria, 84 includes, and 9054 
initial records

Approach A – ChatGPT-4o was prompted to identify the 
most likely includes for a question, given the full eligibility 
criteria and all titles/abstracts.
Approach B – Text embeddings to compare and score 
contextual similarity of titles/ abstracts to the 
inclusion/exclusion criteria separately, combined 
and normalized scores, then ranked the records 
by relevance to the question with an inclusion 
cutoff of > 0.66 normalized score.

PROMPTS 

Introduction
Major advancements have been made in the utilization of 
machine learning (ML) approaches to reorder records for 
screening in systematic reviews (SRs).

As reviewers screen, ML prioritizes remaining records based 
on the content of included and excluded titles/abstracts.

This requires a training period for the AI which is also 
influenced by human user error.

The evidence is still unclear as to the potential utility of 
Large Language Models (LLMs) for contextual prioritization 
without a human-decision training period.

Objective: To assess the sensitivity of two approaches to 
record prioritization using LLMs.
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