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Background

Clinical systematic literature reviews (SLRs) are often framed around the Population, Interventions/Comparators, and Outcomes (PICOs)
and basic designs of underlying studies. While Large language models (LLMs) have been tested for extraction of data based on user queries,
research is lacking on the ability of artificial intelligence (Al) systems for building repeatable extraction structures for Clinical SLR. Specifically,
we hypothesized that human-in-the-loop machine learning, natural language processing (NLP), and heuristics can provide reliable extraction
without hallucination risk. We built and tested specialized, multi-model Al tools for both extracting and building hierarchies from key study
elements, specifically PICOs, study type, location, and size.
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We built ‘Core Smart Tags’ (CSTs), an integrated system employing machine-learning and heuristic- o "est using bespore machine learming models

The extracted data may enter your nest as either tag recommendations or

driven models to extract study type, location, and size from study abstracts and metadata, and  directly as applied tags. Upon enabling, the relevant tags will be created &
data will be extracted from abstracts & bibliographic data for all records in
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. . . o " What is the effectiveness of GLP-1 receptor agonists in promoting
In PICOs extraction, the model underlying CSTs achieved an F1 score of 0.74. In predicting study weight oss among men over 30 n the United Statos during th first
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randomized controlled trials. In predicting location, CSTs had 78% accuracy, Recall of 0.79, and D P Recommend YO Apply
Precision of 0.90. In study size, CSTs had 91% accuracy.
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