
T1D cohort
Inclusion criteria

• T2DM to T1DM ratio < 

0.8

• Prescription for 

glucagon, CGM, or 

insulin pumps

• Continuous enrollment 

for 1 year prior to 

index date (30-day 

grace period)
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FUNDING

The study was sponsored by Sanofi. 

• Type 1 Diabetes (T1D) is an autoimmune condition that affected 

approximately 2 million people in the United States in 2021, including 

around 304,000 children and adolescents (aged <20 years) and 1.7 million 

adults (aged ≥20 years).1

• In the general population, the lifetime risk of developing T1D is about 1 in 

200, but this risk increases to 1 in 20 among individuals with a family 

history, representing a 15-fold increase compared to 1 in 300 for those 

without.2

• Early identification of pre-symptomatic T1D reduces the risk of diabetic 

ketoacidosis (DKA) at diagnosis, with reported rates as low as 2.5%–5% in 

screened populations, enables timely intervention, and gives patients and 

families time to prepare for effective disease management, potentially 

improving long-term outcomes and reducing healthcare burden.3-5

• Traditional prediction methods rely on risk factors like family history and 

age, despite 80-90% of new cases having no family history.

• Machine learning (ML) uses real-world data and advanced algorithms to 

target more accurate predictions, enhancing the potential for early 

detection and intervention.6,7

INTRODUCTION
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• The study successfully demonstrated that significant predictive signals 

exist within the data, allowing for the development of  effective and 

reliable models for early T1D detection.

• Future work will further explore OSCAR, a BERT derivative, 

incorporating new capabilities and broader data sources including lab 

tests, clinical procedures, imaging, genomics, wearables, and SDoH-

related data.

• Exploring cost/benefit assumptions can refine model thresholds and 

weightings, ensuring accuracy and alignment with real-world clinical 

and economic contexts.

CONCLUSION
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The objective of this research is to explore the potential of ML models in 

predicting the onset of T1D using US claims data and to identify the earliest 

timeframe at which T1D can be accurately predicted using ML techniques.

OBJECTIVE

METHODS

• Extreme Gradient Boosting (XGB) with a class weight of 200 for T1D and 

a prediction threshold of 0.8 effectively addressed class imbalance, 

achieving precision: 2.1%, recall: 20%, F1 Score: 0.04, and Bayes 

Factor (BF): 4.67 (Figure 3).

• Applying a BF of 4.67 to a baseline rate of 1:200 changed it to 1:43, and 

for test data with a base rate of 0.9178 in 200, it became 1:47, equating 

to 448 true positives out of 21,362 predicted positives (Figure 3).

• Accuracy generally decreased as the time window moved from the index 

date, with an "elbow" in the performance curve identified as the optimal 

time window (12-24 months before the index date) for early detection, 

balancing early prediction and accuracy (Figure 4).

• The most important variables used by the model to make a T1D 

prediction are age (17.79%), COM_HEALTH_EXAM (12.40%), 

comorbidities including: hyperlipidemia  (7.62%) and musculoskeletal 

disorders (6.02%).

RESULTS

Figure 5: ROC curve for BERT model
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Figure 1: Study design and data sources 

• Figure 1 details the cohort creation methodology from the US Optum 

Clinformatics® Database8, comparing T1D and comparator groups.

• Feature selection reduced 256 one-hot encoded features to 50 grouped 

variables for efficiency, with LASSO regression retaining all 50 variables.

• Figure 2 shows the input model features: including comorbidities, age 

group, race, and LOINC lab results for T1D and Non-T1D cohort.

• Various ML models (random forest, decision tree, logistic regression, 

XGBoost) were tested for predicting early diagnosis of pre-symptomatic 

T1D.

• Post hoc analysis using an optimized BERT model pre-trained completely 

on Optum dataset (1 year of medical event data), following the Med-BERT9 

architecture, and fine-tuned on three cohorts to enhance prediction 

accuracy for diabetes-related endpoints.

• This model was also applied to US claims data (T1D and non-T1D 

cohorts), utilizing key variables such as ICD, NDC, CPT codes, and 

demographics (age, race, gender, index date).

Inpatient

 Data

US Optum Clinformatics® Database

Patient Demographics
Medical and 

Pharmacy Claims

Lab Results and 

Provider Information

T1D Cohort Comparator Cohort

• Comparator Cohort: 1.5 million individuals randomly selected 

from the Optum database

• Prevalence Basis: Sampling followed a 1:200 prevalence ratio 

(7,500 × 200), aligned with real-world and Optum estimates

• Total T1D Sample Size: 15,040

• Final Sampled T1D Cohort: 7,500 (~50% sample to match 

1:200 prevalence and reduce computation load)

• Incident T1D cases were identified using modified Klompas 

algorithm (a set of inclusion and exclusion criteria) to prepare 

the diabetes and T1D cohort
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Figure 2: Key input features for T1D and non-T1D 

cohort post feature selection and engineering

METHODS (cont’d)

TP, true positive; FP, false 

positive; FN, false negative; TN, 

true negative

XGB

TP 448

FP 20,914

FN 1,753

TN 458,695

Figure 3: XGB model with W =200 and T =0.8 (12-24 

months pre-index)

BF = 4.67

RESULTS (cont’d)

Figure 4: Sliding window results

Class/Metric Precision Recall F1 Score

Non-T1D 99.78% 70.38% 82.54%

T1D 2.59% 83.42% 5.03%

Accuracy 70.51%

Macro Average 51.18% 76.90% 43.78%

Weighted Average 98.87% 70.51% 81.82%

• The BERT model achieved an overall F1 score of 81.82% across the 

dataset, with excellent precision for the non-T1D cases 

(99.73%) and higher precision for T1D than XGB (2.59% vs 2.10%) 

(Table 1).

• The model achieved high recall for T1D (83.42%) (Table 1).

• The ROC curve shows an AUC of 0.85, indicating good overall 

discriminatory ability between T1D and non-T1D cohort (Figure 5).

Table 1: Performance metrics for BERT model
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Diabetes Cohort
Patients must have one of the 

following three criteria:
• 2+ DM diagnosis codes (250.x, 

E11.x, E10.x) within 1 year

OR

•  1 DM diagnosis code + abnormal 

lab tests (HbA1c ≥ 6.5%, Fasting 

glucose ≥ 126 mg/dl, Random 

glucose > 200 mg/dl, OGTT ≥ 200 

mg/dl) within 1 year

OR 

• 1 DM diagnosis code + DM 

medication (insulin, glucose pump, 

glucose-lowering meds) within 1 year

Exclusion 

criteria
Patients with 

prescription for oral 

glucose lowering 

medications other 

than metformin 
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