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RESULTS
❖ Artificial intelligence (AI) and machine learning (ML) 

have been rapidly assimilated into accessible and 
powerful tools that are transforming several sectors 
and functions, including evidence generation (EG) for 
healthcare decision making.1,2

❖ The use of AI/ML for EG has increased recently due to 
its ability to streamline the resource-intensive EG 
processes.3

❖ Health Technology Assessment (HTA) bodies 
evaluate new health technologies to determine their 
safety, effectiveness, and economic value. This 
involves comparing the latest technology with 
existing alternatives to see if it works similarly, better, 
or worse. Essential evidence for HTA is typically 
generated through randomized controlled trials 
(RCTs), real-world evidence (RWE), economic 
evaluation, and systematic reviews, which remain the 
cornerstone of evidence-based medicine.4,5

❖ The guideline and checklist on AI/ML use in EG are 
important to ensure that AI/ML enhances the 
robustness and fairness of EG in the HTA process.

❖ AIM: To review the guidelines and checklists 
available on the use of AI/ML in EG and outline their 
recommendations.

❖ A pragmatic literature review was conducted using 
PubMed and Google Scholar from January 2019 to 
January 2025 to identify guidelines and checklists on 
the use of AI/ML in EG for healthcare decision 
making. A desk search was done in April 2025 to 
identify any additional literature. 

❖ The websites of key HTA agencies (i.e., NICE, SMC, 
NCPE, HAS, IQWiG, TLV, CDA and PBAC) were also 
searched for the recommendation of the use of AI/ML 
for EG.
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RESULTS
❖ Five guidelines and six checklists were identified on AI/ML 

use in EG, including one (CDA-AMC) identified in April 
2025 update.

❖ These guidelines were NICE Position Statement, NICE Real 
World Evidence Framework, CDA-AMC Position 
Statement, Cochrane 2024 guidance on AI in evidence 
synthesis, and US FDA guidelines on AI/ML in drug 
development. 

❖ The checklists included CONSORT-AI, SPIRIT-AI, CHEERS-
AI, DECIDE-AI, TRIPOD-AI and STARD-AI.

❖ These guidelines recommend the use of AI/ML models 
across various EG categories. Examples include the use of 
LLMs for study selection, automated data extraction, and 
ML-based classifiers to identify RCTs from titles/abstracts 
for systematic reviews. LLMs can also be used to automate 
the creation, calibration, reporting, and adaptation of HE 
models. Additionally, NLP can transform unstructured real-
world data into structured formats for RWE analysis. NLP 
can also mine EHRs and support the identification of 
eligible clinical trial participants or the reporting of adverse 
events for clinical evidence.

❖ Among eight HTA agencies, only two NICE (UK) and CDA-
AMC (Canada) has developed AI/ML EG guidelines. The 
IQWiG (Germany) stated the use of AI/ML in EG in their 
methodological guidelines.

CONCLUSION
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The emergence of guidelines and checklists on 
AI/ML use in EG is the right step in standardizing 
and ensuring quality in use of AI/ML. However, it 
must also address key issues like transparency 
and responsibility to ensure fair, robust evidence 
generation in HTA.

DISCUSSION
❖ This review found a few guidelines and checklists. Most of 

the HTA bodies do not have recommendation on the use of 
AI/ML in EG.

❖ Specifically, only NICE and CDA-AMC has proper 
recommendations regarding AI/ML use in EG  which most 
HTA bodies lack.

❖ There are several options to explore the use of AI/ML for 
the various steps in EG which can save time and resources. 
Nevertheless, proper guidelines are needed regarding its 
use.

Country HTA 
body

Guidance on the 
Use of AI/ML in EG

Recommendations

UK NICE6 Yes • The NICE position statement highlights the use of ML and LLMs to support evidence identification, automate study screening, data extraction, and the 
development of economic models. NLP can mine electronic health records to identify trial participants, report side effects, and convert unstructured real-
world data into structured formats.

• AI should be used to assist, not replace, human involvement in decision-making 
• Organizations and authors to “clearly declare its (AI) use, explain the choice of method and report how it was used.”

Scottland SMC16 No NA
Ireland NCPE17,18 No NA
France HAS19,20 No NA
Germany IQWiG21 Yes The IQWIG General Methods 2023 states: “Machine learning approaches (e.g. prioritization, application of classifiers) can be tested and used to support study 

selection” and “Validated classifiers from machine learning may be used for the development of search strategies.”
Sweden TLV22 No NA
Canada CDA23,26 Yes CDA recommendations align with NICE guidance on the use of AI/ML in EG, with a few key additions:

• AI Definition: Updated to reflect the Canadian standard – “AI enables computers to perform complex tasks like generating content or making decisions by 
recognizing patterns in data.”

• Ethical Considerations: AI in health must promote well-being, responsibility, inclusiveness, equity, and sustainability.
• Legislation: AI use must follow Canada’s Voluntary Code and the forthcoming AIDA law (2025). Users are responsible for identifying and documenting 

applicable laws, including data protection and ethical standards.
Australia PBAC24,25 No NA

Checklist Outcome Scope
CONSORT-AI10 CONSORT + 14 new AI specific items Reporting guideline for AI 

Intervention trials
SPIRIT-AI11 SPIRIT 2013 items + 15 new AI specific 

checklist items
Trial /Protocol registration for intervention 
with an AI component

CHEERS-AI12 Total 38 reporting items, 28 original 
CHEERS 2022 items + 10 new AI-specific 
reporting items

Reporting guideline for economic evaluation 
studies of AI interventions

DECIDE-AI13 27 checklist items (17 AI specific and 
10 Generic)

Reporting guideline for early-stage clinical 
evaluation driven by AI

TRIPOD-AI14 • TRIPOD+AI statement consists of a 27-
item checklist

• TRIPOD+AI for Abstracts checklist 
containing 13 items

Reporting guideline for prediction model 
using AI

STARD-AI15

(In preparation)
STARD 2015 - 30 checklist item Reporting guideline for diagnostic accuracy of 

an AI based test

Guidelines on the use of AI/ML in EG

Checklist on the use of AI/ML in EG

HTA specific guidelines on AI/ML use in EG
Guidelines

Checklists

HTA bodies

Research questions

• What guidelines are currently available 
that provide recommendations for the 
use of AI/ML in evidence generation?

• What checklists are currently available 
that provide recommendations on 
reporting the use of AI/ML in evidence 
generation?

• What guidance or recommendations do 
the selected eight key HTA bodies 
provide on the use of AI/ML in evidence 
generation?

NICE

UK

SMC

Scotland

NCPE

Ireland

HAS

France

IQWiG

Germany

TLV

Sweden

CDA

Canada

PBAC

Australia

Abbreviations: AI: Artificial intelligence; EG: Evidence Generation; EHRs: Electronic Health Records; HE: Health Economics; HTA: Health Technology Assessment; ICSR: Individual Case Safety Report; LLMs: Large Language 
Models; ML: Machine Learning; NA: Not Applicable; NLP: Natural Language Processing; NMA: Network meta-analysis; RCTs: Randomized Controlled Trials; RWE: Real-World Evidence 

Systematic review 
and Evidence 
synthesis

• AI methods such as ML and large language models (LLMs) can generate search 
strategies, classifying studies, screening records, and visualizing results.

• LLMs can also automate data-extraction and generate the code needed to 
synthesize extracted data in the form of network meta-analysis (NMA).

Clinical evidence
• AI can assist in defining inclusion/exclusion criteria, optimize dosage levels, 

sample sizes, and trial duration. 
• Natural language processing (NLP) can mine electronic health records (EHRs) 

and support identification of eligible trial participants or reporting of side effects. 

Real-world data 
and analysis

• NLP automate data processing steps by transforming unstructured data into 
structured formats, integrating multiple data sources, and improving data quality 

• AI supports the efficient selection of relevant populations and observations from 
large datasets for the purposes of addressing specific research questions

Cost-effectiveness 
evidence

• AI can enhance model conceptualization, parameter estimation, construction, 
validation, analysis and reporting

• LLMs can automate health economic (HE) model creation, calibration, 
reporting, and adapt models with new data via prompts.

Human oversight 
and Transparency

• AI should be used to assist, not replace, human involvement in decision-
making 

• Organizations and authors to “clearly declare its (AI) use, explain the choice of 
method and report how it was used.”

NICE Position Statement, 20246

RWE variable 
construction

Where human abstraction or AI tools are used to construct 
variables from unstructured data, the methods and processes 
used should be clearly described and their validity documented.

RWE 
covariate 
selection

ML can support covariate selection, provided their use is well-
justified. However, selecting covariates solely based on statistical 
significance should be avoided.

NICE Real World Evidence framework – AI/ML content7

Systematic 
review

Recommend the use of machine learning–based classifiers—
Example: RCT Classifier
Purpose: Automatically distinguish RCTs from non-RCTs
Benefit: Speeds up and improves study identification in EG.

Cochrane 2024, guideline for responsible use of AI in EG8  

Early development
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Clinical 
Evidence

AI/ML helps identify drug targets, screen compounds, and 
predict bioactivity/toxicity from complex biological data.

Clinical trials
AI can optimize trial design, eligibility criteria, 

retention, dosage, and duration.

Post marketing surveillance
AI can automate adverse event detection, 
literature screening, and individual case 

safety report (ICSR) processing/reporting

Governance and Ethics
Emphasizes human-led oversight, with transparency 

and accountability in AI/ML use.

US FDA 2023 - Using AI & ML in the Development of Drug & Biological Products9

This position statement aligns with all the positions outlined by NICE, 
with minor additions and modifications to suit the CDA-AMC context. 

The key changes are outlined below

Ethical considerations 
have been added

Legislations (where 
available) have been 

added

Definition of AI has 
been updated

“AI Enables computers 
to learn to complete 
complex tasks, such as 
generating content or 
making decisions and 
recommendations, by 
recognizing and 
replicating patterns 
identified in data.”

AI methods in health 
should uphold ethics by 
promoting human well-
being and safety, 
fostering responsibility, 
ensuring inclusiveness 
and equity, and 
promoting 
responsiveness and 
sustainability.

All AI use should follow 
Canada’s Voluntary 
Code and the upcoming 
AIDA law (2025), with 
users responsible to 
determine which 
legislation applies, 
including data 
protection law and 
ethical standards.
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CDA-AMC Position Statement, 202526
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