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ABSTRACT

Health care decisions are complex and involve confronting trade-offs between multiple, often conflicting objectives. Using structured, explicit approaches to decisions involving multiple criteria can improve the quality of decision making. A set of techniques, known under the collective heading, multiple criteria decision analysis (MCDA), are useful for this purpose. In 2014, ISPOR established an Emerging Good Practices Task Force. The task force’s first report defined MCDA, provided examples of its use in health care, described the key steps, and provided an overview of the principal methods of MCDA. This second task force report provides emerging good-practice guidance on the implementation of MCDA to support health care decisions. The report includes: a checklist to support the design, implementation and review of an MCDA; guidance to support the implementation of the checklist; the order in which the steps should be implemented; illustrates how to incorporate budget constraints into an MCDA; provides an overview of the skills and resources, including available software, required to implement MCDA; and future research directions.
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Introduction

The task force’s first report defined multiple criteria decision analysis (MCDA), provided examples of its use in health care, described key steps, and provided an overview of the principal methods of MCDA [1]. This second task force report provides emerging good-practice guidance on the implementation of MCDA to support health care decisions. Health care analysts who have a basic familiarity with MCDA, but who are not MCDA specialists, are the primary audience for this report. Those concerned about their knowledge of MCDA should consult the first task force report. However, it is hoped that there is good information in the report for MCDA specialists unfamiliar with health care, to support application of their knowledge in a health care context.

Consistent with the first report, this guidance is intended to cover a wide range of decisions, including portfolio optimization, regulatory authorization, health technology assessment (HTA), commissioning decisions/priority setting frameworks, hospital decision making, shared decision making (SDM), prioritizing patients’ access to treatment, and disease classification.

An MCDA requires a sociotechnical design, reflecting both the social (who participates, when and how) and technical (which MCDA methods, which software) decisions that need to be made when designing an MCDA [2]. The primary focus of this report is on the technical aspects of the MCDA, though it also provides some guidance on who should be involved in the MCDA and when. The reader is referred to Phillips and Bana e Costa [3] and Bana e Costa et al. [4] for further information on the social
Background to the Task Force

In May 2014, the ISPOR Health Science Policy Council recommended to the ISPOR Board of Directors that an ISPOR Emerging Good Practices Task Force on multiple criteria decision analysis (MCDA) and its use in health care decision making be established. The task force goal was to provide a foundational report on the topic, an MCDA primer, and then focus on initial recommendations on how best to use MCDA methods to support health care decision making.

The task force leadership group is composed of experts in MCDA, health technology assessment, benefit-risk analysis, health care research, pricing, formulary development, epidemiology, and economics. Task force members were selected to represent a diverse range of perspectives. They work in hospital health systems, health technology assessment agencies, research organizations, academia, and the insurance and pharmaceutical industries. The task force had international representation, with members from the United Kingdom, Belgium, Canada, the Netherlands, Sweden, Hungary, and the United States, in addition to reviewers from around the world.

The task force met approximately every 4 weeks by teleconference to develop detailed outlines and discuss issues and revisions. In addition, task force members met in person at ISPOR International Meetings and European Congresses. The four cochairs taught an MCDA course at two of these ISPOR meetings and presented their preliminary findings at workshop and forum presentations multiple times. The final reports were presented at the Third Plenary of the ISPOR 18th European Congress in Milan.

Many comments were received during these presentations. Equally, if not more importantly, both reports were submitted for review twice. Nearly 50 ISPOR members knowledgeable on the topic submitted substantive written comments during these review rounds. All comments were considered. These were discussed by the task force on a series of teleconferences and during a 1.5-day face-to-face consensus meeting. Comments were addressed as appropriate in subsequent versions of the report. We gratefully acknowledge our reviewers for their contribution to the task force consensus development process and to the quality of these ISPOR MCDA task force reports.

All written comments are published at the ISPOR Web site on the task force’s Web page: http://www.ispor.org/Multi-Criteria-Decision-Analysis-guideline.asp. The task force report and Web page may also be accessed from the ISPOR homepage (www.ispor.org) via the purple Research Tools menu, ISPOR Good Practices for Outcomes Research, heading: Use of Outcomes Research in Health Care Decisions.

Good Practice Guidelines

Table 1 presents the ISPOR MCDA Good Practice Guidelines Checklist to support the design, implementation, and review of the steps involved in an MCDA, and guidance to support the implementation of the checklist. The fifth section (Other Considerations When Designing an MCDA) provides guidance on the order in which these steps should be implemented, and how to incorporate the budget constraints into an MCDA. The sixth section (Resources, Skills, and Software) provides guidance on the skills and resources required to implement MCDA, including the software available to support the implementation of MCDA. The seventh section (Research Directions) summarizes recommendations for the direction of future research.

Validation

The key role of validation is to confirm that the MCDA design, input, and outputs are plausible and consistent with decision maker objectives and stakeholder preferences. This is especially important given the subjective nature of many of the inputs into an MCDA. Yet, to our knowledge, there is little experience with such validation tasks and we therefore provide only some general recommendations. Validation should be built into each step of the MCDA, and the steps taken to validate the MCDA should be reported. This should include the following:

1. Presentation of the decision problem to decision makers for confirmation.
2. Presentation of the final criteria list and definitions to decision makers, stakeholders, and experts for confirmation. This should consider whether the criteria have the properties elements of implementing the MCDA, such as how to design a workshop to elicit value judgments from participants.

The report’s focus is on value measurement approaches because it is our aim to draw emerging good practices from the use of MCDA in health care, and other techniques are rarely used in health care [5]. The first task force report identifies the conditions under which it is appropriate to use value measurement approaches, and alternative techniques that can be adopted when these conditions do not hold.

Value measurement approaches include many techniques (see Table 2). Several of which have been applied in health care [5] and have been the subject of reviews of MCDA methods available to support health care decisions [6–10]. This report draws on this experience. However, given the relative infrequency of the application of MCDA in health care, it is also necessary to draw on the broader MCDA literature. (For instance, see Belton and Stewart [11], Guitouni and Martel [12], Velasquez and Hester [13], De Montis et al. [14,15], Getzner et al. [16], Keeney and von Winterfeldt [17], Keeney [18], Dodgson et al. [2], and Olson et al. [19].)

The approach adopted in this report is thus to summarize good practice guidance from the nonhealth MCDA literature, interpreting it in light of the characteristics of health care decisions, and referencing health-related examples where they are available.

The terminology and steps adopted in this report are consistent with that in the first task force report. First, although various terms have been used to refer to the value judgments made during an MCDA—for instance, priorities, preferences, importance, values—the reports refer to these judgments as “preferences.” Second, the following participants are involved in an MCDA: Decision makers are those who make the choice between alternatives; Stakeholders are the source of scores and weights. The analyst is responsible for the design and implementation of the MCDA. Experts provide advice to other participants on, for instance, the clinical data. Although “stakeholder” is used quite broadly in the health economics literature, within the MCDA literature, the term “stakeholders” is used for those providing the preferences. This terminology is retained in the task force reports. These roles are not mutually exclusive. For instance, depending on the decision problem, the decision maker could also be the stakeholder.

The article is structured as follows. The next section provides the ISPOR MCDA Good Practice Guidelines Checklist to support the design, implementation, and review of the steps involved in an MCDA, and guidance to support the implementation of the checklist. The fifth section (Other Considerations When Designing an MCDA) provides guidance on the order in which these steps should be implemented, and how to incorporate the budget constraints into an MCDA. The sixth section (Resources, Skills, and Software) provides guidance on the skills and resources required to implement MCDA, including the software available to support the implementation of MCDA. The seventh section (Research Directions) summarizes recommendations for the direction of future research.
Table 1 – ISPOR MCDA Good Practice Guidelines Checklist.

<table>
<thead>
<tr>
<th>MCDA step</th>
<th>Recommendation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Defining the decision problem</td>
<td>a. Develop a clear description of the decision problem</td>
</tr>
<tr>
<td></td>
<td>b. Validate and report the decision problem</td>
</tr>
<tr>
<td>2. Selecting and structuring criteria</td>
<td>a. Report and justify the methods used to identify criteria</td>
</tr>
<tr>
<td></td>
<td>b. Report and justify the criteria definitions</td>
</tr>
<tr>
<td></td>
<td>c. Validate and report the criteria and the value tree</td>
</tr>
<tr>
<td>3. Measuring performance</td>
<td>a. Report and justify the sources used to measure performance</td>
</tr>
<tr>
<td></td>
<td>b. Validate and report the performance matrix</td>
</tr>
<tr>
<td>4. Scoring alternatives</td>
<td>a. Report and justify the methods used for scoring</td>
</tr>
<tr>
<td></td>
<td>b. Validate and report scores</td>
</tr>
<tr>
<td>5. Weighting criteria</td>
<td>a. Report and justify the methods used for weighting</td>
</tr>
<tr>
<td></td>
<td>b. Validate and report weights</td>
</tr>
<tr>
<td>6. Calculating aggregate scores</td>
<td>a. Report and justify the aggregation function used</td>
</tr>
<tr>
<td></td>
<td>b. Validate and report results of the aggregation</td>
</tr>
<tr>
<td></td>
<td>b. Report and justify the uncertainty analysis</td>
</tr>
<tr>
<td>8. Reporting and examining of findings</td>
<td>a. Report the MCDA method and findings</td>
</tr>
<tr>
<td></td>
<td>b. Examine the MCDA findings</td>
</tr>
</tbody>
</table>

MCDA, multiple criteria decision analysis.

required, both as of a set of criteria and as individual criterion (see steps 2a and 2b).
3. Presentation of the performance matrix (see step 3a) to decision makers and experts for confirmation.
4. Testing the consistency of scores and weights through the following:
   a. Eliciting stakeholders’ reasons for their preferences. This will allow the analyst to test whether stakeholders’ understanding of elicitation tasks is consistent with how their responses will be used.
   b. Consistency checks. The analyst should either report back to stakeholders their interpretation of their preferences for confirmation—for instance, identify changes in criteria that have the same value [2,20]—or elicit preferences multiple times to test the consistency of responses (for instance, Goetghhebeur et al. [21]).
5. Presentation of the results of the MCDA to stakeholders for confirmation, drawing attention to the trade-offs that are being made in the MCDA to arrive at these results.

1a. Develop a Clear Description of the Decision Problem
The appropriate MCDA approach will depend on the decision problem. The first step in designing an MCDA should be to develop a clear description of the decision problem, including decision-makers’ objectives, including whether the objective is to rank or value alternatives; whether the decision is one-off, or whether a reusable model is required—one that will be used across multiple decisions; alternatives; stakeholders; and decision constraints, such as budgets. Preferences should be provided by the stakeholders whose value judgments are relevant to the decision problem. The first task force report provides examples of stakeholders who may be relevant for different decisions [1].

When defining the decision problem, the analyst should consult widely with decision makers, experts, and stakeholders and review previous decisions. Tools are available to structure the definition of the decision problem, such as the Criteria, Alternatives, Stakeholders, Uncertainty, and Environment (CAUSE) checklist [11]. Franco and Montibeller [22] review problem structuring tools available to support this task and conclude that although the field of problem structuring methods is well established in management science, more research is required to tailor these tools for use in MCDA. Many health decision makers already acknowledge the importance of this step and invest significant resources in defining the decision problem, such as the scoping process undertaken by reimbursement and regulatory agencies. In these circumstances, the benefit of using tools to support problem structuring may be marginal.

2a. Report and justify the methods used to identify criteria
Decision criteria are the factors that are considered relevant to the decision. Task force report 1 provides examples of the types of criteria relevant to different types of health care decisions. Criteria can be identified in several sources, including documents describing previous decisions; evaluations to support related decisions; studies of stakeholders’ priorities; and treatment guidelines. For instance, when undertaking MCDA to support HTA, a wealth of existing material can be drawn on, including reports of previous decisions; decision-making guidance provided by the HTA agency (such as National Institute for Health and Care Excellence’s Guide to the Methods of Technology Appraisal [23]); research used to inform these guidance (such as National Institute for Health and Care Excellence’s work on social value judgments [24]); reviews of factors considered by HTA agencies (for instance, Youngkong et al. [25]); and surveys of health care decision makers (for instance, Tanios et al. [26]). Consultations with decision makers, stakeholders, and experts will usually form part of criteria identification. The analysts should be aware of the potential biases that may invalidate such consultation, and techniques that can be used to mitigate the impact of these biases (see Montibeller and von Winterfeldt [27]).

The first stage of criteria identification usually results in a long list of potential criteria. This should then be shortened by the analyst in correspondence with the properties required of a set of criteria [2]:

1. Completeness: The criteria should capture all factors relevant to the decision.
2. Nonredundancy: Criteria should be removed if they are unnecessary or judged to be unimportant. For instance, when the objective is to rank alternatives as part of a one-off decision, if alternatives achieve the same level of performance on a criterion, that criterion could be considered redundant. This will avoid stakeholders having to score and weight a criterion that will not have an impact on the results of the MCDA. However, this efficiency gain should be offset against the potential concern of decision makers if a key objective is excluded from the analysis [28]. If this risks undermining the credibility of the analysis, it may be preferable to include the criterion and demonstrate that it does not affect the choice of alternative.
3. Nonoverlap: Criteria should be defined to avoid double counting and thus to avoid giving too much weight to a value dimension. For instance, the assessment of treatments for psoriatic arthritis often use the American College of Rheumatology 20% and 50% improvement criteria scales—the proportion of patients achieving 20% and 50% improvements in seven measures of disease severity. However, including both scales in an MCDA would double count the patients achieving a 20%
improvement in symptoms, who are captured by both measures. In this instance, variation in performance on these two criteria, as well as differences in preferences for the criteria, may mean that the result of the MCDA will vary depending on which criteria is included, and so both criteria may need to be tested in the model separately. Other examples of overlap include discontinuation events and safety events in the same analysis, if discontinuation events may be caused by the safety events; and including cost-effectiveness as a criterion alongside cost and/or effectiveness criteria. It is important that overlapping is not confused with correlation. Criteria can be correlated while still measuring separate objectives.

4. Preference independence: When applying an additive model (see step 6a), how much one cares about the performance on a criterion should not depend on the performance of other criteria. That is, additive models do not allow for the interaction between criteria [29]. Including separate criteria for health gain and severity of disease may violate this requirement because the preference for a gain in health may depend on baseline health. Nord et al. [30] identify the neglect of the interaction between health gain and baseline severity as one of the critiques of how quality-adjusted life-years are used in cost-utility analysis. Using an additive model in the presence of such interactions potentially generates the counterintuitive result of giving a positive value to an alternative that generates no health gain [31].

Two other commonly used criteria that also violate this requirement are frequency and mode of administration. The preference for increased frequency of administration will depend on the mode of administration—adding one pill is not likely to be as bad as adding another injection.

Failure of preference independence can be either realized when the criteria are being formed, or discovered when scoring the alternatives, when stakeholders say they cannot judge their preference for one criterion without knowing scores on the other criterion [2]. In such circumstances, criteria can be redefined to correspond with the requirements of addition models [2,22]. For instance, dependent criteria can be combined into a single criterion—frequency and mode of administration can be combined into a single criterion with levels such as “pill twice a day” and “injection twice a week.” Alternatively, multiplicative functions for aggregating criteria can be adopted (see step 6a).

The use of value trees can support the identification of criteria (e.g., see Mt-Isa et al. [33]). A value tree decomposes the objective of an evaluation into subobjectives, organizing them into a hierarchy by clustering them into higher-level and lower-level objectives (see Berkeley and Humphreys [34], Stillwell and von Winterfeldt [35], von Winterfeldt and Faso [36], and Hughes et al. [37]). Franco and Montibeller [22] review tools available to generate value trees. These are broadly organized into two types—top-down (using “value-focused thinking” to identify fundamental objectives, and decomposing these into subobjectives, for instance, by asking “how do you achieve that?”) and bottom-up (identifying characteristics that distinguish alternatives, which are grouped to form higher-level objectives).

Top-down and bottom-up approaches can generate different results, so the choice of approach is important [38]. Top-down approaches generate sets of criteria that are fairly general, but may be difficult to relate to a particular alternative. Bottom-up approaches produce sets of criteria that are very specifically relevant to the problem at hand. Top-down approaches may, thus, be more appropriate to identify criteria for reusable models, and bottom-up approaches may be more appropriate for one-off decisions.

There is no rule as to how many criteria should be included in an analysis. A recent review of MCDA in health care found that an average of 8.2 criteria were used to assess interventions, with the number of criteria ranging from 3 to 19 [5]. It is good practice to have as few criteria as is consistent with making a well-founded decision, though the analyst should consider the trade-off between an increase in validity from a more complete set of criteria and the potential for reducing the validity of scores or weights as a result of the time and cognitive effort associated with more criteria. For instance, inconsistency in patient’s responses to pairwise comparison methods has been attributed to fatigue resulting from the length of the questionnaire used [39]. Similarly, large numbers of attributes in a discrete choice experiment (DCE) can be difficult for respondents to process, and most DCEs in health care use four to five attributes [40].

2b. Report and justify the criteria definitions

Once criteria have been identified, they should be defined. Individual criteria should have the following properties: unambiguous (clear relationship between the impact of an alternative and the description of the impact), comprehensive (covering the full range of possible consequences), direct (describe as directly as possible the consequence of implementing an alternative), operational (the information required by the criterion is available and it is possible to make value trade-offs), and understandable (consequences of the criterion are clearly understood by decision makers) [22]; see also Keeney [41].

Direct criteria require that, where possible, proxy outcomes be avoided in favor of “fundamental objectives” [18,22,27]. Fundamental objectives state the reason we are interested in a decision problem (e.g., reducing stroke), whereas a proxy outcome would include intermediate variables (e.g., reducing blood pressure). It is easier to elicit stakeholders’ preferences for fundamental objectives. Eliciting preferences for proxy outcomes leaves stakeholders with the challenge of considering how fundamental objectives will be affected by the change in the proxy. Fundamental objectives can be arrived at by repeatedly asking decision makers and stakeholders, “Why do you care about that?”

Criteria are easier to operationalize if they are defined in terms of absolute scales, rather than change estimates such as odds ratios, because preferences for change estimates require knowledge of the baseline value [10]. For instance, preferences for halving the risk of experiencing a serious adverse event will depend on what the risk was beforehand. Operationalizing criteria can also be supported by adopting natural scales over constructed scales [22]. Natural scales are in general use and have a common interpretation. Constructed scales are created specifically for the analysis.

Objective scales are easier to operationalize because they distinguish the “factual” performance measurement from the value judgments involved in scoring and weighting. Most MCDA methods are capable of combining different types of performance measures: quantitative scales, based either on objective (e.g., probability of experiencing an adverse event) or on subjective (e.g., patient-reported outcomes) criteria, alongside qualitative scales (e.g., Tony et al. [42] use qualitative scales to incorporate service capacity and political context into an MCDA designed to support HTA).

The range required for a criterion to be comprehensive will depend on several factors. First, whether criteria will be applied as part of a reusable model. Some decisions require that criteria and preferences be applied consistently across multiple decisions and can benefit from reusable models, including HTA, prioritizing patients, and some commission and prioritization frameworks. Others involve decision-specific models. Regulatory decisions need to be made consistently, but will involve decision-specific criteria. The use of criteria over multiple decisions will require that the range cover the best and worst performance that could realistically occur (“global” or “fixed” scales). Alternatively, where criteria will be applied to a one-off decision, the range can simply...
reflect the best and worst performance observed with the alternatives being evaluated ("local" or "relative" scales). Second, how uncertainty is addressed in the MCDA (see step 7a). This may require the range to cover the possible variation in performance, with a rule of thumb being to use a range that includes the 95% confidence intervals of the range of performance of alternatives on the criteria [10]. Third, it is important to avoid a range that exceeds stakeholders’ experience, which will raise challenges with eliciting scores and weights [20].

3a. Report and justify the sources used to measure performance
Once the criteria are identified and defined, it is necessary to measure the performance of alternatives—the collection and synthesis of data to assess alternatives on each criterion. The method for measuring performance should conform to the broad principles of evidence-based medicine (see, for instance, Busse et al [43] and [44]) and to local methods guidelines (see, for instance, National Institute for Health and Care Excellence [23]). Often such guidelines will recommend analysis of trial data or network meta-analysis to generate evidence on performance. These often report relative effect estimates, which will need to be translated into absolute values by combining them with reliable estimates of baseline effect (Tervonen et al. [10] demonstrate this for an MCDA designed to evaluate statins). Trial or network meta-analysis data will not always be available to inform performance measurement. This has been identified as a challenge by authors of MCDA in health care, in particular for criteria such as disease severity, longer-term economic impact, and the feasibility and acceptability of alternatives [5]. In this case, expert opinion should be used to fill the data gap and the impact of the uncertainty in these data should be explored (see step 7a).

The results of the performance evaluation should be displayed in a performance matrix, showing the performance of each alternative against each criterion (see European Medicines Agency [45] for examples of performance matrices). This should include estimates of average performance, variance in this estimate, and the sources of data.

4a. Report and justify the methods used for scoring
The objective of scoring is to capture stakeholders’ strength of preferences for changes in the performance within a criterion. Scores differ from performance measures in two ways. First, the scores translate performance measures onto a common scale. A 0 to 100 scale is often used to generate scores. This has the advantage of avoiding using decimals, which may be required for shorter scales, and avoids potential confusion with probabilities, which could happen if a 0 to 1 scale is used [20]. Second, scores incorporate strength of preferences for difference in performance.

It is important to clearly explain to stakeholders what performance levels the ends of scoring scales refer to because these reference points will impact the interpretation of scores and weights [20]. For instance, if the “0” on the scoring scale corresponds with zero performance (a ratio scale), a score of 100 should have a value twice that of a score of 50. This property can be used when assessing the consistency of stakeholders’ responses (see the “Validation” section). This is not the case when the “0” on the scoring scale does not correspond with zero performance. In this instance, the difference in scores is the basis for consistency checks, using a question such as “Is a change in score of 40-80 really twice as good as a change of 20-40?” To illustrate, if a criterion has a range of 6 (scored 0) to 10 (scored 100), and we assume a linear partial value function, we can say that going from 6 to 8 (0–50) is as good as going from 8 to 10 (50–100), but we cannot say that 10 is twice as good as 8.

Table 2 summarizes a typology of scoring and weighting methods. This covers the stated preference approaches used by most of the MCDA undertaken in health care. Alternatively, revealed preference approaches could be used to estimate decision makers’ preferences on the basis of retrospective analysis of decisions [46]. Stated preference methods can be broadly classified as compositional and decompositional (see Hein et al. [47] and Weernink et al. [48]). Compositional methods involve eliciting stakeholders’ preference for criteria separately. In this instance, scoring is undertaken separately from weighting. Decompositional methods involve eliciting stakeholders’ preferences for whole alternatives, from which the combined weights and scores for criteria are derived simultaneously. Good practice guidelines are already available to support the implementation of decompositional methods. For instance, the ISPOR good practice guidelines on implementing DEEs [49,50].

The selection of the scoring method will depend on a number of characteristics of the decision problem:

1. Whether scoring functions or direct rating is required. Scoring functions define the score that will be attributed to all levels of performance along a criterion, and can be generated using difference or bisection approaches. Using functions makes the relationship between performance on a criterion and preference for that performance transparent. Alternatively, the performance of an alternative can be scored directly. In this case, rather than generating a function that defines the score for all levels of performance, scores are estimated for just the performance of the alternatives being evaluated.

2. The level of precision required. This is partly a function of whether the objective of the MCDA is to rank or value alternatives. Precise valuations are required for pricing decisions or designing an HTA methodology. Less precise preferences may be sufficient to inform the ranking of alternatives required by regulatory decisions or SDM. However, this will depend on how different the alternatives are—ranking alternatives with only marginal differences will require greater precision. The precision of scoring methods depends on whether they display interval properties. Scores have interval properties when equal increments have equal value. This is easier to achieve with approaches that generate interval or ratio scales, such as partial value functions, point allocation methods, or the coefficients generated by the DCE [51]. Approaches that adopt ordinal scales, such as analytical hierarchy process (AHP), do not necessarily display interval properties. This is also easier to achieve when scoring functions are linear. There are circumstances when this is more likely: when a criterion is a fundamental objective of value in itself (for instance, number of lives saved) or when the range being valued is very small (for instance, where cost is small compared with the decision makers’ budget) [17].

3. The cognitive burden posed to stakeholders. The behavioral decision literature has identified various challenges experienced by stakeholders faced with preference elicitation questions (see Weber and Borchering [52], Morton and Fasolo [38], and Montibeller and von Winterfeldt [27]). A number of health care MCDAs that involved patients identified this challenge as influencing the design of the MCDA study [53,54], and a potential reason for inconsistencies observed in the preference data [21,25,55]. However, MCDAs that have surveyed patients about elicitation tasks [56,57] suggested that patients were able and willing to provide the required data.

Cognitive burden may be less of a concern where stakeholders have experience of making the judgments required by the scoring and weighting tasks. But it is still important that the analyst support stakeholders to elicit valid scores and weights. For
<table>
<thead>
<tr>
<th>Category</th>
<th>Method</th>
<th>Scoring task</th>
<th>Weighting task</th>
<th>Examples in health care</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decompositional</td>
<td>Choice based</td>
<td>Which alternative is preferred, given the performance of each on all criteria</td>
<td>Baltussen et al. [102], Marsh et al. [103], Defechereux et al. [104], Mühlbacher et al. [105], Cleemput et al. [106]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DCE/conjoint analysis</td>
<td></td>
<td></td>
<td>Hansen et al. [107], Golan and Hansen [108], Johnson et al. [109], French et al. [110]</td>
</tr>
<tr>
<td></td>
<td>PAPRIKA</td>
<td>Which alternative is preferred, given the performance of each on two criteria</td>
<td></td>
<td>Swancutt et al. [111], Al-Janabi et al. [112]</td>
</tr>
<tr>
<td></td>
<td>Best–worst scaling</td>
<td>Which is the worst and best alternative from three or more choices, given the performance of each on all criteria</td>
<td></td>
<td>Zuniga et al. [113], Goetghebeur et al. [21]</td>
</tr>
<tr>
<td>Compositional</td>
<td>Ranking</td>
<td>Not usually used for scoring</td>
<td>Rank order of criteria</td>
<td>Wilson et al. [114], Sussex et al. [54], Kroese et al. [115], Bots and Hulshof [116], van Til et al. [117]</td>
</tr>
<tr>
<td></td>
<td>Direct rating</td>
<td>The importance of alternatives on each criterion is considered on a scale, such as a visual analogue scale (VAS)</td>
<td>Importance of each criterion considered separately on a scale</td>
<td>Dolan et al. [71], van Til et al. [118], Hummel et al. [70]</td>
</tr>
<tr>
<td></td>
<td>SMARTER Scales</td>
<td>Points are allocated to alternatives in proportion to their relative importance on a criterion</td>
<td>Allocation of points between criteria in proportion to their relative importance</td>
<td>Pinheiro et al. [119], Bana e Costa et al. [120], Oliveira et al. [121]</td>
</tr>
<tr>
<td></td>
<td>Point allocation, e.g., SMART</td>
<td></td>
<td></td>
<td>European Medicines Agency [122], Felli et al. [123]</td>
</tr>
<tr>
<td>Pairwise</td>
<td>AHP</td>
<td>Alternatives are compared pairwise on each criterion and their “intensity of importance” relative to each other is usually expressed on a 1–9 ratio scale</td>
<td>Pairwise comparison of the “intensity of importance” of criteria on a 1–9 ratio scale</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MACBETH</td>
<td>Pairwise comparison of alternatives on each criterion to assess their relative importance using semantic categories</td>
<td>Pairwise comparison of the “intensity of importance” using seven qualitative (semantic) categories of importance</td>
<td></td>
</tr>
<tr>
<td>Swing</td>
<td>SMARTS</td>
<td>Not used for scoring</td>
<td>Relative importance of ranges of performance on each criteria (the “swing”)</td>
<td></td>
</tr>
<tr>
<td>Swing weighting</td>
<td>SMARTS</td>
<td></td>
<td>Not used for weighting</td>
<td></td>
</tr>
<tr>
<td>Scoring</td>
<td>Bisection and difference methods</td>
<td>The range of performance on a criterion defines the 0 and 100 points on the scoring function. The shape of the function is determined by 1) bisection: identify the performance level that is worth 50 and 2) difference: identify the score on the 0–100 scale for the midpoint on the range of performance. These steps are then repeated for the subscales to define the shape of the scoring function</td>
<td>Tervonen et al. [10]</td>
<td></td>
</tr>
</tbody>
</table>

AHP, analytical hierarchy process; DCE, discrete choice experiment; MACBETH, Measuring Attractiveness by a Categorical Based Evaluation Technique; MCDA, multiple criteria decision analysis; PAPRIKA, Potentially All PairwiseRankings of all possible Alternatives; SMART, Simple Multi-Attribute Rating Technique; SMARTER, SMART exploiting ranks; SMARTS, SMART with Swings.
instance, eliciting committee members’ preferences as inputs into an MCDA designed to support regulatory decisions may be easier than if patients’ preferences are used instead, because committee members are experienced at making benefit-risk trade-offs. Equally, patients’ experience of treatment outcomes may put them in a better place to understand the trade-offs being made. Further research is required to understand the cognitive burden posed by elicitation tasks, how this varies between methods and types of health care stakeholders, the impact this has on results of the MCDA, and how the analyst can mitigate this burden. In the meantime, it is important that analysts pilot elicitation tasks before they are used to collect stakeholder preferences.

5a. Report and justify the methods used for weighting
The objective of weighting is to capture stakeholders’ preferences between criteria. That is, weights represent the “trade-offs” or “exchange rates” that bring individual criterion value scores to a common value scale. Reviews of MCDA’s in health care have identified a need for more work to support the selection of appropriate weighting methods [5].

The need to consider cognitive burden on stakeholders (see step 4a) also applies when selecting weighting methods. Two further considerations are as follows:

1. Level of precision. The precision of weighting methods depends on whether they generate scaling constants—reflecting the rate at which changes in criteria compensate one another. Weights are more likely to be scaling constants when they are based on elicitation tasks that take account of the range of performance of alternatives, and that require stakeholders to trade-off changes in criterion for changes in other criteria, rather than assessment of the importance of criteria [18]. These conditions are best met by the swing weighting and decompositional approaches [51]. AHP elicits weights before ranges for performance for criteria have been set [2]. Methods that do not meet these requirements, such as direct rating, tend to produce flatter weight distributions, with criterion receiving more similar weights [58].

2. Theoretical foundations: Choice-based and swing weighting methods are based on multiattribute utility theory or multiattribute value theory [59–62]. They provide procedures to bring decision making in practice closer to the normative ideal of coherent choices. Specifically, they are based on a number of axioms that describe coherent choices, including completeness, transitivity, and independence [59]. Within utility theory-based methods, DCE differs from, for instance, swing weighting because it is based on random utility theory [63]. This acknowledges an element of randomness to observed choices due to the researchers’ inability to identify all influences. Other methods diverge from the axioms of utility theory. Some direct rating approaches, such as the use of the visual analogue scale, are based on psychometric theory. AHP has a different theoretical basis [64,65], a key difference from multiattribute value theory/multiattribute utility theory being that it does not require that preferences be transitive (if x is preferred to y, and y is preferred to z, then x must be preferred to z) [12,15,66]. As a consequence, the results of AHP are subject to rank reversal—changes in the ranking of alternatives when a new alternative is introduced [2]. It is important to ensure that the theory underlying a method is consistent with decision makers’ objectives. HTA is perhaps the decision where most theoretical work has been undertaken. See, for instance, the extrawelfarist foundations of cost-utility analysis [67] though a welfarist foundation has also been suggested for benefit-risk assessment [7]. It has been demonstrated that cost-utility analysis based on welfarist foundations is a special case of multicriteria methods [68]. Further work is required on the appropriate theoretical basis for many of the health care decisions of interest in this report, and the implications for the use of MCDA.

Stakeholder heterogeneity will also impact the selection of weighting methods and how it is implemented. Existing MCDA’s in health care demonstrate that preferences vary both between stakeholders types, such as between experts and patients [54,69,70], and within stakeholder groups, such as patients [39,56,57]. The authors of these studies also reflect on the implications for elicitation methods and sampling strategies; including a single stakeholder workshop may be insufficient to ensure a representative assessment, and multiple stakeholders workshops or surveys may be necessary [70]; it may be necessary to elicit preferences from patients from multiple practices [71].

6a. Report and justify the aggregation function used
The objective of aggregation is to select the appropriate function that allows scores and weights to be combined in a way that is consistent with stakeholders’ preferences [72]. This step is not required for AHP, for which inputs are matrices of paired comparisons, which are analyzed using matrix algebra [72].

The most commonly applied aggregation formula in health care MCDA’s is the additive model. This is the case with both composition and decompositional approaches. Additive functions are also commonly applied in instruments to estimate health-related quality of life, such as the EuroQol five-dimensional questionnaire and the six-dimensional health state short form (derived from the 36-item short form health survey) [73]. The form of an additive function is given below:

\[ V_j = \sum_{i=1}^{n} S_{ij} \cdot W_i \]

where \( V_j \) is the overall value of intervention \( j \), \( S_{ij} \) is the score for intervention \( j \) on criterion \( i \), and \( W_i \) is the weight attached to criterion \( i \).

Additive models have the advantage of being easy to communicate to decision makers, but impose a number of restrictions on the calculation of overall benefit, in particular the requirement that criteria be preferentially independent (see step 2a). Where this is not the case, or when an individual criterion is of primary importance or has a significant impact on overall benefit, multiplicative functions can be adopted [17,53]. Multiplicative models are also used in health-related quality-of-life instruments, such as the health utilities index [74]. The functional form of a multiplicative model varies. One example of a multiplicative model applied in an MCDA in health care is that used by Peacock et al. [72] to evaluate a South Australian community health service:

\[ U = U_0 \left[ 1 + W_1 D_1 + \ldots + W_n D_n \right] \]

where \( U \) is the estimate of overall value, \( U_0 \) is the score for impact on individual health, \( D_1 - D_n \) are scores on other criteria, and \( W_1 - W_n \) are weights on other criteria. This model has the property that if individual health gain is zero, \( U \) is also zero. Another example of multiplicative MCDA models in health care is the ISaAb approach used to determine what is included in the Thai essential drug list [75].

Multiplicative models are less frequently applied in practice because determining the functional form of a multiplicative model and estimating the parameters required to populate them are considered more complex than in additive models [2,76]. This has led to the use of pragmatic simplifications, and the use of additive models in which interactions between criteria are only weak [77]. However, others have argued that multiplicative models can be used in health care in a user-friendly manner [29]. How to work with stakeholders to identify the functional form of a multiplicative
model that corresponds with their preferences is, however, a topic that has been overlooked in the health MCDA literature and should be part of an ongoing research agenda.

The design of the aggregation approach should also address how to deal with heterogeneous preferences. The MCDA literature includes three types of group decision-making methods that differ in how they deal with heterogeneity (78; see also Phillips (79): sharing, in which decision makers act as one decision maker, and one value for scores and weights is agreed upon; aggregating, in which individual judgments are retained and aggregated in the final outcomes, using, for instance, the mean of preferences; and comparing, in which individual judgments are retained and results for individuals compared. Compositional approaches allow each of these approaches. Decompositional approaches, such as DCE, tend to apply the averaging approach, with preference heterogeneity being reflected in either coefficient variance or the error term, unless subgroup analysis is undertaken or respondent characteristics are interacted with treatment attributes in the regression function. The choice of aggregation method is important because it can impact model outcomes [80] and will depend on the decision problem.

7a. Report sources of uncertainty
All MCDA are subject to uncertainty, and the systematic examination and reporting of the uncertainty are hallmarks of good practice. Existing typologies of sources of uncertainty (e.g., Briggs et al. [81]) are helpful in understanding the sources of uncertainty that may impact an MCDA. The types of uncertainty that may impact the results of an MCDA should be reported, including the following:

1. Imprecise or incomplete model inputs, such as standard errors around measures of performance, or stakeholders’ inability to provide precise weights or scores (stochastic and parameter uncertainty in the Briggs et al. [81] typology).
2. Variability in model inputs, such as different performance measures for subgroups of patients treated with a drug, or a divergence of opinions on weights or scores (“heterogeneity” in the Briggs et al. [81] typology).
3. Quality of evidence, such as reliance on expert opinion to estimate performance measurement.
4. Structural uncertainty, such as disagreement on the weighting method or the value tree.

7b. Report and justify the uncertainty analysis
Two broad approaches to considering the impact on uncertainty are available: including uncertainty as a criterion in the MCDA and sensitivity analysis. Which of these approaches is appropriate will depend on the risk attitudes of stakeholders and the ease of capturing and communicating multiple forms of uncertainty in a single criterion.

There are several methods for understanding the impact of uncertainty on the results of an MCDA. First, a “confidence” criterion can be included in the model, reflecting the risk that the benefits captured by the other criteria will not be attained [2]. This acts as a negative penalty score that becomes more negative the greater the risk. In health care this approach has been adopted by, for instance, the Evidence and Value: Impact on Decision Making (EVIDEM) framework designed to support HTA [21]. This has the advantage of not only reflecting the impact of uncertainty in the model but also capturing stakeholders’ risk attitudes via the scores and weights for this criterion. A challenge with incorporating uncertainty into MCDA as a criterion is that all the elements of the MCDA will be subject to uncertainty, and capturing all this uncertainty on a single scale may be difficult, itself requiring an assessment of the relative value of these different sources, and may obscure from stakeholders the precise sources of uncertainty. It is also worth considering whether preferences for an uncertainty criterion would be independent of other criteria, such as effectiveness. For instance, would the preference attached to certainty increase if the effectiveness of an alternative was marginal?

Where stakeholders display little risk aversion, scoring and weighting can take the form of preferences for certain consequences [17], and it is not necessary to incorporate risk into the criteria list. In principle, HTA bodies making a large number of decisions should be risk-neutral because the chance of underestimating the value of a technology is as much as the chance of overestimating it [82]. However, some HTA bodies (such as Institute for Quality and Efficiency in Health Care (IQWiG)) have signaled a preference about certainty of outcomes and have tended to reward technologies with more certain outcomes [82]. This preference about uncertainty is supported by surveys of health care decision makers [26] and the design of MCDA in health care [5].

A second approach, especially when stakeholders are risk-neutral, is to use one of several types of uncertainty analysis to explore how the results of the analysis will vary as a result of uncertainty (see Briggs et al. [81], Durbach and Stewart [83], Broekhuizen et al. [84], and Grouthuis-Oudshoorn et al. [85]). For instance, deterministic or probabilistic sensitivity analysis can be used to explore the impact of parameter imprecision and variability. At a minimum, deterministic analysis should be undertaken. Whether it is appropriate to also undertake a probabilistic analysis will depend on whether uncertainty in multiple parameters needs to be taken into account simultaneously, and whether dependence exists between parameters [84]. The impact of structural uncertainty can be explored by re-running the analysis using, for instance, different weighting methods.

Where preferences inputs are incomplete—for instance, weights are missing or stakeholders have provided imprecise preferences, such as ordinal ranking of criteria—inverse-preference approaches can be used to provide information on the types of preferences that would lead to the selection of particular alternatives, for instance, using stochastic multicriteria acceptability analysis [10].

8a. Report the MCDA method and findings
The results of the MCDA should be interpreted on the basis of a transparent reporting of the MCDA. The checklist (Table 1) identifies the elements of MCDA that should be reported. The results of the MCDA should be accessible to decision makers. Without contextualizing with a transparent description of scoring and weighting methods, the results of an MCDA can be difficult to interpret [15]. Communication of the inputs and outputs of an MCDA can be supported by the use of several tabular and graphical formats, a detailed survey of which can be found in the reports of the Innovative Medicines Initiative, Pharmacoepidemiological Research on Outcomes of Therapeutics by a European Consortium (IMI PROTECT) project [86,87]. The generation of these results can be supported by the use of relevant software (see the “Resources, Skills, and Software” section).

The presentation of results should consider the decision problem. For instance, the decision problem may call for a ranking of alternatives, though this may also be supported by other outputs, such as the probability that an alternative ranks first. Other problems may require an assessment of the relative value of alternatives. For instance, benefit-cost ratios or efficiency frontiers may be used to inform resource allocation decisions (see the “Other Considerations When Designing an MCDA” section).

8b. Examine the MCDA findings
MCDA is intended to serve as a tool to help decision makers reach a decision—their decision, not the tool’s decision (though the first task force report identified exceptions to this rule [1]). This can be facilitated by presenting the MCDA model to decision makers and
allowing them to explore the results and their sensitivity to different inputs. This is particularly useful when the MCDA yields surprising results, allowing the decision maker to explore the reasons for the discrepancy with their expectations. The examination of results can be supported by the use of relevant software (see the "Resources, Skills, and Software" section).

Other Considerations When Designing an MCDA

The Order of MCDA Steps

The order of the checklist should not be taken to imply a particular order that should be followed when implementing MCDA. First, good practice may require an iterative approach to MCDA design. For instance, the scoring exercise may reveal a lack of independence between criteria because stakeholders are unable to score changes on criterion without knowing performance on other criteria. In this case, it may be necessary to redefine criteria or adopt a different aggregation function.

Second, it may not be necessary to complete all the steps to support decision making (the notion of requisite modeling is based on a similar principle [88]). Defining the decision problem, selecting criteria, and measuring performance (what we refer to as “partial MCDA”), and not explicitly scoring and weighting criteria and calculating aggregate scores, may be sufficient. It may be unnecessary to undertake explicit scoring and weighting to support decision making if the partial MCDA reveals an alternative that performs better on all criteria, or clearcut trade-offs. When this is not the case, it is good practice to undertake the remaining steps of the MCDA.

Third, it may not be possible to undertake performance measurement and scoring before eliciting weights. In a reusable model, weights and scoring rules will need to be elicited for a plausible range of performance before the performance of alternatives is measured. The measurement and scoring of the performance of an alternative is then undertaken when the tool is applied.

Fourth, directly scoring alternatives before weighting may result in weights being influenced by knowledge of the performance of alternatives if they are not anonymized during the scoring. If anonymizing alternatives are not feasible, it may be preferable to undertaking weighting before scoring.

Dealing with Budget Constraints

Several health care decisions are subject to a budget constraint including HTA and commissioning, and some SDM require consideration of patient out-of-pocket costs. However, best practice to consider budget constraints in MCDA is still unclear, and further research should focus on this topic.

A large proportion of MCDA in health care address budget constraints by including cost as a criterion. A recent review found that of 23 MCDA undertaken to support health care reimbursement and coverage decisions, 10 studies included cost as a criterion [5]. This is equivalent to asking stakeholders to estimate willingness-to-pay values for the benefits. It may be feasible for an individual patient to undertake this trade-off in the context of an MCDA for SDM because they are aware of their budget constraint and the alternative uses of funds. It has, however, been argued that in other situations this approach does not adequately capture the opportunity cost of alternatives [89]. That is, stakeholders do not have the knowledge to estimate the benefits that would have to be forgone to fund an alternative. Instead, this would require the forgone alternatives to be identified and evaluated using the same MCDA framework.

It is possible to envisage this approach being applied where the alternatives that would be disinvested to fund a new alternative can be identified and evaluated. Program budgeting and marginal analysis is an illustration of this use of MCDA [72,90]. In this case, investment and disinvestment options are identified, they are evaluated using an MCDA, and ranked on the basis of the ratio of their cost to their MCDA-derived benefit. A similar logic is followed by IQWiC, which has suggested using MCDA to estimate the aggregate benefit for treatments available for a specific indication, which is then combined with cost in an efficiency frontier [91]. However, where it is not possible to identify options for disinvestment, such as with many HTAs, measuring the forgone opportunity becomes more difficult. In this case, further work would be required to estimate this opportunity cost. MCDA is not a solution to the challenge of estimating opportunity cost, and this challenge is not limited to MCDA, as illustrated by the ongoing debate about the difficulty of measuring opportunity cost in the context of cost-utility analysis [92].

Constructing a cost-benefit ratio using MCDA outputs faces several challenges. First, different scales are used to measure benefits and costs [90]. For instance, the benefit estimate generated by an MCDA may be estimated for a single recipient of an alternative, and may be restricted to a 0 to 1 or 0 to 100 scale. If the ratio of costs and MCDA-derived benefit is used, rather than being incorporated as a criterion into an MCDA, costs are not similarly restricted, and if estimated at a system level (reflecting the number of patients who will receive an alternative) will overestimate costs in comparison with benefits. Such an analysis will be biased toward cheaper alternatives. It is important when comparing costs and benefits to ensure that they are estimated in as comparable a manner as possible; for instance, both could be estimated on a per-patient basis. Second, and a related challenge, there may be scale insensitivity in the assessment of benefit that does not also impact the assessment of cost [38]. This is particularly the case when less precise scoring and techniques are used (see step 5a). Third, it is necessary to use a ratio scale to measure benefits; otherwise, it is not possible to say that alternatives with a lower cost-benefit ratio are necessarily more efficient (see Morton [93] and step 4a for the challenges comparing the relative value of points on nonratio scales).

Resources, Skills, and Software

The successful implementation of MCDA requires the time of the analyst, experts, stakeholders, and decision makers. Different dimensions of the decision context will influence the resources available:

1. The time available to make a decision will vary between problems. For instance, HTA decisions have more time and resources available to them than do share decisions between a clinician and an individual patient.
2. The resources available to support a decision will vary between decisions and locations. More resources are likely to be made available by higher-income countries compared with lower- and middle-income countries; national-level decision makers compared with regional-level or local-level decision makers; and to support reusable models rather than one-off decisions.

The design of the MCDA should plan for the following resource and skills requirements:

1. Analyst: The analyst needs the time, technical expertise, and appropriate software to successfully implement the chosen method. Invariably, MCDA will require a multidisciplinary team. The types of competencies required include 1) decision
Many steps and recommendations outlined in the ISPOR MCDA Good Practice Guidelines Checklist can be supported by specialized decision-making software, and these are described in detail elsewhere [94,95]. In addition, most MCDA software packages are available on the Internet [96] and offer free trials. These sometimes include demonstration models and offer excellent opportunities to directly experience MCDA. The software is especially useful for problems involving relatively large numbers of alternatives and criteria, and when using weighting and scoring, and can support the generation of graphical and tabular outputs. Some of the software packages also support survey development and collection of criteria weights. Although it is important to be aware that software packages rarely allow all MCDA methods to be applied, it is recommended that the appropriate approach be determined first, and the software package selected accordingly.

Research Directions

The use of MCDA in health care is in its infancy, and so any good practice guidelines can only be considered “emerging” at this point. As a consequence, this task force article draws good-practice guidelines from the broader MCDA literature and interprets them in the light of what is known about the characteristics of health care decisions. Inevitably, then, several areas for further research are identified, including the level of precision required of an MCDA; the cognitive challenges facing different types of stakeholders and the support that can overcome these challenges; decision makers’ preferences for the theoretical foundations of MCDA methods; which value functions best describe stakeholders preferences; and the best methods for incorporating uncertainty and budget constraints into an MCDA.

We would recommend that further research be undertaken in two stages. First, a productive first step would be to undertake further secondary research to address these issues separately for each type of health care decision, something that was beyond the scope of the first two task force reports. Second, unanswered research questions will likely remain, which would benefit from primary research. For instance, to date there has been very little work on the impact that MCDA has on decision making. The only evaluation of decision making with and without MCDA that we are aware of is a comparison of the use of MCDA or educational interventions in SDM [97]. Other pilot work has surveyed participants for their perception of MCDA, but not in comparison with other methods (for instance, Goetzhebeur et al. [21]). Similarly, we know of only four studies that compared MCDA methods in health care [98–101].

Finally, the report focuses on value measurement approaches because other methods are rarely applied in health care. It is not clear whether this focus is appropriate. Further work should be undertaken to ensure that the conditions under which value measurement approaches are appropriate (in particular, compensatory criteria) actual hold for health care decisions.

Conclusions

The first task force report defined MCDA; considered the motivation for its use; identified the steps commonly involved in undertaking MCDA; and illustrated the diversity of approaches used in health care. This second task force report provides good practice guidance on how to select and implement appropriate MCDA techniques. A checklist is provided to guide the design and reporting of MCDA. Although it is possible to identify good practices that should inform the use of MCDA in health care, inevitably this endeavor would benefit from further research. This task force report will support the translation of good practice guidelines into practical recommendations for how MCDA should be undertaken in different health care contexts.
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