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What Is Artificial Intelligence?

Artificial Intelligence borrows from many different fields

U Artificial Intelligence (Al) is an umbrella term usually referring to new
methodological advances in the fields of Machine Learning (ML) and
Natural Language Processing (NLP)

U ML focuses on pattern recognition and computational learning, and is used
to either create predictive algorithms or to make classifications based on
data

U Unlike traditional statistical methods, ML methods are capable of analyzing
data and exploring unknown patterns without prior knowledge of possible
relationships

U NLP combines statistics, computer science, and data management to
process and analyze large amounts of language data
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Wide Range of Real-Life Applications
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Wide Range of Real-Life Applications

U Using unstructured Data — Robert Stewart MD, King’s College London

- Using NLP in combination with electronic health records for disease identification
and diagnosis

U Using structured and unstructured data — Eric Q. Wu PhD, Analysis Group,
Inc.

- Using ML and NLP to improve performance and efficiency in literature reviews
4 Using structured Data — Jimmy Royer PhD, Analysis Group, Inc.

- Using Al algorithms to estimate treatment effect in retrospective studies
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South London and Maudsley
Biomedical Research Centre
(BRC) Case Register

King's College London (KCL)
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INTERACTIVE
CRIS at the Maudsley — core SEARCH

functionality

CRIS front end

Sl iy EHR

% Data Source -

De-identification

-0

Processing
pipeline

P —

>400,000 cases
35,000 ‘active’ cases
125 tables

6500 fields

30m documents

CRIS sQL

Set up in 2007-08 (NIHR funding)
Re-build and enhancement in 2017

Exported successfully to other UK Trusts
>120 research papers to date
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(o:{] Require a trust contract or Source
users research passport EHR
De-identification,
Audit log of all including free text
CRIS use v
Project — CRIS
application
Project approval v
process Record level
Output

Trust firewall

CRIS security model developed and managed by

A4
stakeholder / patient-led oversight committee m

Research ethics approval 2008, 2013, 2018
Numerous amendments for data linkages

bre.slam.nhs.uk

NIHR Biomedical Research Centre and Dementia Unit
at South London and Maudsley NHS Foundation Trust Matiung' lnstiture for
and King’s College London Healnhy Reaarch

CLINICAL
The ‘patient journey’ from the unmodified RECORD

mental health EHR SEARCH

Intervention
indications
‘ Intervention ‘ ‘ Outcome ‘
Intervention context ‘
1) Overnove, 303ressie. LUV oF 2QE07 Dehour o4
2) Nor-eccicdertal ssilargary 03
Demographics 3) Protierm drehing o daug ahng 04
Diagnosis 4} Cogred ve Protierms o4
HoNOS ~_ 5] Prysizal Iness o S5abity piobiems 04
) Probieerms with hatuanatons and delisoms o4
\ T} Probiems with depressad mood [
B) Cthwr mwerial o Beharacursl proskens (04 fate ot =a o4
protreen
Specity sngle most sevars disordes A - J Not Ratec Ad
18 Wi rescnshics os |
18) Prosieme sty sctiates of dady feng 04
L() Protiera it Teng condncny o4
12) Frotherms w1 cooupaton and actwtes 04
Tots —

bre.slam.nhs.uk


http://www.slam.nhs.uk/
http://www.slam.nhs.uk/

NIHR Biomedical Research Centre and Dementia Unit
at South London and Maudsley NHS Foundation Trust Matiung' Institute for
and King’s College London Healnhy Resnarch

The ‘patient journey’ from the unmodified

INTERACTIVE
mental health EHR SEARCH

Intervention
indications

Intervention ‘ I Outcome
Intervention context
Demographics Service contact Service contact
Diagnosis Admission/discharge Admission/discharge
HoNOS Length of stay
HoNOS (paired)

| Imposed structure? {

l Extracted/facilitated structure? {
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Data expansion 1 -
database linkages

CRIS front end

EHR
Data Source

Clinical Data
Linkage Service

‘Context’ / spatio-temporal
Local environment (SELCoH)
Social media (PHEME)
Geospatial data (pollution)
Temperature/weather
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Applications — hospitalisation data linkage
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The ‘patient journey’ from the mental
health EHR

Intervention
indications

Intervention

| Outcome

Intervention context
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Demographics Service contact Service contact

Diagnosis Admission/discharge Admission/discharge

HoNOS Length of stay

Linked data HoNOS (paired)
Linked data
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CLINICAL
Poor motivation Hallucinations RECORD
Blunted / flat affect Delusions INTERACTIVE
Diminished eye contact Hostility BOH
Emotional withdrawal Arousal

Poor rapport Aggression

Social withdrawal Agitation

Poverty of speech Suspicious
Apathy Paranoia
Concrete thinking Persecutory ideas
Poverty of thought

Symptoms/phenotyping NLP

Low mood

Anhedonia

Guilt

Hopelessness

Reduced appetite
Suicidality

Poor concentration
Weight loss

Lowered energy / anergia
Helplessness
Psychomotor retardation
Worthlessness
Tearfulness

Catalepsy
Echolalia
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\ERWE N
Rigidity

Posturing
Perseverance
Stupor
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Mood instability Waxy flexibility
Affective instability

Emotional instability 28,000 .
,000+ annotations
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Applications — symptoms NLP
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Clinical informatics — the multi-disciplinary team CLINICAL

- Matthew Broadbent, Richard Dobson, Stephen Docherty, Rob Stewart

» Leads RECORD
INTERACTIVE
S SEARCH
° Administration / management
—  Debbie Cummings, Anna Kolliakou, Megan Pritchard
* Technical team
—  Amelia Jewell (data linkage), Shanmukha Gudiseva (compute), Hitesh Shetty (data extraction), Jyoti (NLP support)
* Epidemiology / Clinical

—  Craig Colling, Lauren Carson, Lauren Cross, Johnny Downs, Rina Dutta, Sophie Epstein, Daniela Fonseca de Freitas, Emma Francis, Richard
Hayes, Giouliana Kadra, Christoph Mueller, Rashmi Patel, Gayan Perera, Kate Polling, Katherine Sleeman, Brendon Stubbs

» Bioinformatics / Computer Science / NLP

- Elizabeth Baker, Daniel Bean, Andre Bittar, David Chandran, Amos Folarin, Karen Hodgson, Zina Ibrahim, Ehtesham Igbal, Julia Ive, Daniel
Leightly, Stephen Newhouse, Angus Roberts, Hegler Tissot, Sumithra Velupillai, Natalia Viali, Honghan Wu

*  PhD studentships

- Delia Bishara, Andrea Fernandes, Nikeysha Bell, Katrina Davies, Usha Gungabissoon, Richard Jackson, Leo Koeser, Alice Wickersham,
* Oversight and Governance

—  Felicity Callard, Patrick Green, Jenny Liebscher, Sean Maskey, Katharine Rimes, Murat Soncul
* SLAM partners

—  Nicola Byrne, Fiona Gaughran, Anthony Schnarr

* University of Sheffield collaborators

—  Kalina Bontcheva, Genevieve Gorrell, lan Roberts
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Introduction

U Literature reviews, both systematic (SLRs) and targeted (TLRs), are a
critical component of various decision-making processes in healthcare

O Literature reviews aim to be unbiased and have high recall (i.e. capture all
relevant articles)

O In both TLRs and SLRs, screening of a large number of articles is typically
required

Only a small fraction of articles are typically selected

U The amount of medical literature has been growing rapidly — with
approximately 46% increase of new MEDLINE articles each year

U We need to be ready to handle and review this every growing body of
medical literature

Artificial Intelligence and Causality November 14, 2018 PRIVILEGED AND CONFIDENTIAL23
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Introduction

U Currently, most literature reviews are 100% human based, which are both
resource intensive and lacking transparency

U The rapidly increasing body of medical literature will continue to put
pressure on future literature review and will potentially have several
detrimental consequences:

Presenting challenges to support time sensitive decision making
Cost prohibitive to research with limited resources

Encourages conservative search criteria to reduce review time, which increases
bias and reduces recall

Leads to human reviewer fatigue, which may also increase bias and reduce recall

Artificial Intelligence and Causality November 14, 2018 PRIVILEGED AND CONFIDENTIAL2:
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Objectives

U We are presenting two case studies to illustrate how Al can help address
challenges related to quality, transparency, and labor-intensiveness in
literature reviews

Aificial Intelligence and Causality November 14, 2018 PRIVILEGED AND CONFIDENTIAL2S
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Artificial Intelligence in Literature Reviews

O Overview of general approach for Al-based literature reviews

Initial abstract identification
Text feature extraction - NLP
Manual screening for a subset - Training
Predictive model development - ML
Abstract relevance prediction

Al assisted relevance-based screening

Artificial Intelligence and Causality November 14, 2018 PRIVILEGED AND CONFIDENTIAL26
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Text Feature Extraction
U Text feature extraction (NLP) includes:

- Customized features: e.g., presence of specific keywords, created explicitly by the
reviewer

- Automated feature generation
= Topic modeling (LDA)
= Bag-of-words based approach
= Neural network-based approach

= Syntactic feature generation

Artificial Intelligence and Causality November 14, 2018 PRIVILEGED AND CONFIDENTIAL27
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Predictive model development
U Predictive modeling (ML) include:

- Logistic regression

- Neutral networks

- Support vector machines

- Naive Bayers classifiers

- Decision trees or random forests

- Assemble classifiers combining several of the above

Artificial Intelligence and Causality November 14, 2018 PRIVILEGED AND CONFIDENTIAL28
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Case Study 1: Systemic Review

U Manual review vs. Al-based approaches

Manual approach Al-based approach

All abstracts are screened by Subset of abstracts screened by
2 human reviewers + 1 reconciler human reviewers

Predictive model is developed

Remaining abstracts are
screened by algorithm and a
human reviewer

Discrepancies are resolved

Aificial Intelligence and Causality November 14, 2018 PRIVILEGED AND CONFIDENTIAL29

i Anarysis GrROUP

Case Study 1: Systematic Review

O Al-based review process

Total abstracts downloaded:

Manual screening and prediction model training (2 reviewers + 1

reconciler):

Predictive models retrain (1 Reviewer + Al + 1 reconciler):
Additional screening (1 Reviewer + Al + 1 reconciler):

Relevant full-texts identified:

Artificial Intelligence and Causality November 14, 2018 PRIVILEGED AND CONFIDENTIAL30
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Case Study 1: Systemic Review

O Differences in resources used:

Reviewer 1 95 hours 95 hours

Reviewer 2 95 hours 6 hours
Reconciler 16 hours 10 hours
Programmer - 18 hours
Artificial Intelligence and Causality November 14, 2018 PRIVILEGED AND CONFIDENTIAL31
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Case Study 2: Targeted Review

O Manual vs. Al-based approaches

Manual approach Al-based approach

All abstracts are screened by Subset of abstracts screened by
1 human reviewer 1 human reviewer

Predictive model is developed

Abstracts meeting a relevance
cutoff are screened by a human
reviewer

Artificial Intelligence and Causality November 14, 2018 PRIVILEGED AND CONFIDENTIAL32
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Case Study 2: Targeted Review

U Al-based review process

Total abstracts downloaded:

Manual screening and prediction model training (1 reviewer):

Additional articles screened based on relevance cutoff:

Relevant full-texts identified:

Aificial Intelligence and Causality November 14, 2018 PRIVILEGED AND CONFIDENTIAL33
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Case Study 2: Targeted Review

O Differences in resources used:

Reviewer 65 hours 17 hours
Programmer - 18 hours

Artificial Intelligence and Causality November 14, 2018 PRIVILEGED AND CONFIDENTIAL34

17



Anavyss Grour

Conclusions

a

a

Al-based approaches permit wide scope of literature reviews to be
conducted within strict time constraints

The relative efficiency of Al-based reviews compared to human-reviewed
studies increases with the number of studies initially identified

An often overlooked aspect of literature reviews is reproducibility and
transparency. When based on a clearly specified approach, Al-based
literature reviews can be reproduced more easily than fully manual
reviews. Existing algorithm can also be used as the base for future
literature search.

By removing the need to narrow down search strategies excessively, Al-
based reviews may reduce bias and improve recall

Al-based reviews may be extended to the screening of full-text articles with
caution.

cial Intelligence and Causality November 14, 2018 PRIVILEGED AND CONFIDENTIAL35
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Effects

Using Claims Data and Propensity Score Models in a High Dimensional
Setting
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Estimating Treatment Effect using Non-Experimental
Retrospective Data
Using Claims Data to Create a High Dimensional Dataset

U Physicians’ treatment choices are non-random and usually undocumented
in retrospective studies

U There is a need to find variables that can proxy patients’ unobservable
characteristics yielding to such treatment decisions

O Although Claims Data do not usually include many of such patient
characteristics, historical claims (diagnoses, procedures, drugs) can be
used to create a High Dimensional dataset

- For example, past Rx, diagnoses, and procedures may explain why someone is
treated with a particular drug therapy today

Arificial Intelligence and Causality November 14, 2018 PRIVILEGED AND CONFIDENTIAL 37
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Estimating Treatment Effect using Non-Experimental
Retrospective Data
How to Minimize Risk of Overfitting with High Dimensional Datasets

U High Dimensional Claims Datasets provide thousands of possible
confounding variables to use in estimating treatment effects

U There is a real risk of overfitting models and having lack of common
support, especially in estimating the treatment decision equation. In that
case, multivariable models will not necessarily perform better than a
univariate model

- Traditionally the solution was to use clinical insights to select a limited number of
variables

- Al provides an unbiased and agnostic framework (i.e. regularization — or a penalty
for “too many” variables) to address the risk of overfitting on the one hand, and
providing potentially unbiased measures on the other hand

Artificial Intelligence and Causality November 14, 2018 PRIVILEGED AND CONFIDENTIAL 38
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Estimating Treatment Effect using Non-Experimental
Retrospective Data
Possible Estimation Strategies

U Univariate Analysis

- Uncommon and generally biased because of the potential omission of important
confounding variables

U Multivariable Linear Regression (GLM, Proportional Hazard Model)

- Confounding variables (correlated to the treatment) enter linearly in the
conditional expectation

- Common, but generally too restrictive
U Two-Step Procedures (Propensity Score, IPTW, tMLE)

- Confounding variables (correlated with the treatment) enter non-linearly in the
conditional expectation — i.e. more flexible and less restrictive

- Provide a framework to estimate unbiased treatment effects when used in
combination with the appropriate data and models

Arificial Intelligence and Causality November 14, 2018 PRIVILEGED AND CONFIDENTIAL 39
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Estimating Treatment Effect using Non-Experimental
Retrospective Data
Suggested Approach

O An employer insurance claims database is used to simulate an outcome
(Survival rate) assuming a treatment effect of 1.5 (RR)

U The claims database provide a framework to build a high dimensional
database with thousands of potential predictors

U Machine Learning Models are used to estimate the treatment selection
equation
U A proportional hazard model is used to estimate the treatment effect

Artificial Intelligence and Causality November 14, 2018 PRIVILEGED AND CONFIDENTIAL 40
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Simulation Experiment using Claims Data

Data Selection and Outcome

Emplover Datalbaw
Al least coe Type-11 diabete deagnosis (1CD-9-0M 2500 or 250.xX2)
between September 1, 2014 and September 30, 2015

N = 276611
¥
At least ooe Sulfomy Nrea (GPI Class 2720) Control group {randomly sampled indox dase)
N = 67,705 N 20X 903
Sulfoaylurea Treatment Group (At kast 180 | Control Group (AL least 150 days pre post
duys peepost mdex date) index date)
N ~11.003 N~ 41447
1 avcighiof Number Vnvenhtol Persue-
e - “Erent Yooy
Caeve Crarral Cave Contred
Myscardial intarction (MI) 1 7% 151 112409 9150 0 138 Laz
Noo
ICDMG-0M (£10.5)
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Treatment Selection Model and Al Algorithms
Brief Outline of Al Algorithms

U Logistic Regression with LASSO Penalty
- Covariates marginally related to the outcome are selected out
U Random Forest

- Atree-based methodology where a large number of trees are estimated, each from
a bootstrap sample

- The final prediction is the mean of all the predicted propensity scores computed
over all trees

4 Gradient Descent Boosting

- Atree-based methodology where each tree is estimated using the same training
sample (no bootstrap)

- There is an iterative process with an updating of parameters at each iteration
U Deep Neural Networks

- Aneural network structure is organized in layers of neurons connected by
synapses

Artiicial Intelligence and Causality November 14, 2018 PRIVILEGED AND CONFIDENTIAL 42
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Model Estimation and Results
Real Effect=1.5

Univariate Model 1.311 + 0.098
Standard Propensity Score Approach 1.374 £ 0.104
Logistic Regression with Lasso (HD) 1.496 + 0.119
Random Forest (HD) 1.533 +£0.123
Boosting (HD) 1.501 + 0.118
Deep Learning (HD) 1.502 + 0.119

Aificial Intelligence and Causality November 14, 2018 PRIVILEGED AND CONFIDENTIAL 43
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Conclusions
Key Takeaways
U Al algorithms can be useful to estimate causal relationships in retrospective
studies that use Propensity Score models when:
- There is a very large potential number of covariates
- The number of observations is large
The studied outcome is a rare event

U Logistic LASSO, Gradient Descent Boosting and Neural networks perform
very well

U Random Forest seems to slightly underperform
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i ANAL SIS Gmnup

Model Comparisons

Variable Importance Top 10 based on mean rank

Drug Class 2725 (Biguanides) Drug Class 2725 (Biguanides)
2 Drug Class 2710 (Insulin) dx25002 (Uncontrolled Diabetes
Mellitus)
3 dx25002 (Uncontrolled Type Il Diabetes  Drug Class 9705 (Parenteral Therapy
Mellitus) Supplies)
4 Drug Class 2799 (Antidiabetic Drug Class 2710 (Insulin)

Combinations)

Drug Class 2725 (Biguanides)

Drug Class 2755 (Dipeptidy!
Peptidase-4 Inhibitors)

Drug Class 2799 (Antidiabetic
Combinations)

Drug Class 2710 (Insulin)

PRIVILEGED AND a5

Drug Class 2725 (Biguanides)

Region (Mid-Atlantic)

dx25000 (Type Il Diabetes Mellitus:
not stated as uncontrolled)
dx25003 (Uncontrolled Type |

Diabetes Mellitus)

5 Region (Mid-Atlantic) Age (40-49) dx25002 (Uncontrolled Type Il Drug Class 3940 (HMG COA
Diabetes Mellitus) Reductase Inhibitor Combinations)
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Model Comparisons
Variable Importance Top 10 based on mean rank

Drug Class 2755 (Dipeptidyl Pepti 4 dxV7612 i Region (Mid-Atlantic) dx25001 (Type | Diabetes Mellitus not
inhibitors) stated as uncontrolled)
7 Age (50-59) Age (50-59) Drug Class 9705 (Parenteral Drug Class 2710 (Insulin)

Therapy Supplies)
8 Age (40-49) Drug Class 3610 (ACE Inhibitors) Drug Class 3940 (HMG COA dx7999 (Unspecified Cause of

Inhibitor Ci

9 dxV7612 (Mammogram Screening) dx25003 (Uncontrolled Type | Age (70-79) dx79021 (Nervousness)
Diabetes Mellitus)
10 Age (30-39) Region (Mid-Atlantic) Age (40-49) dx25002 (Uncontrolled Type Il

Diabetes Mellitus)
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Sensitivity Analysis

Model 30 Least Correlated Only 20 Most Correlated

Variables Removed Variables Included
(LASSO only)

Lasso 1.496 +£0.119 1.436 £0.11
Random Forest 1.456 +0.115 -
Boosting 1.504 £ 0.118 =
Deep Learning 1.499 +0.117 =
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