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EDITORIAL

ISPOR States Its Position on Network Meta-Analysis

Indirect comparisons and network meta-analysis are being seen
increasingly often in cost-effectiveness analyses, reimbursement
decisions, and academic journals. In essence, they allow investi-
gators to draw coherent conclusions about the comparative effi-
cacy of any number of treatments, based on evidence from ran-
domized trials, which normally compare only two or three
treatments. Statistical methods for network meta-analysis [1] go
back to Gleser and Olkin [2], Higgins and Whitehead [3], and Has-
selblad [4]. The idea had appeared earlier in the Confidence Profile
Method literature [5], but not in a form compatible with the ac-
cepted principles of meta-analysis. The two-part report [6,7]
from ISPOR’s Task Force on Indirect Comparisons seems to rep-
resent the first position statement from an academic body on
these methods. Prepared by a group drawn from major consul-
tancy companies, the pharmaceutical industry, and academia,
they provide a strong but balanced endorsement of the meth-
ods, particularly the Bayesian forms of analysis that fit conve-
niently within the probabilistic decision-modeling framework.
At the same time, the report presses for more research to extend
the methods into further areas of secondary analysis, such as
synthesis of multiple correlated outcomes and to covariate ad-
justment, or meta-regression, while recognizing the difficulties
of reliable covariate adjustment in the sparse data sets usually
available.

ISPOR’s position contrasts with the more cautious approach
evident in the methodology guidelines published by some of the
reimbursement authorities. The UK’s National Institute for Health
and Clinical Excellence (NICE) [8] made “direct evidence” the base
case in appraisals of new technologies but allowed combination of
“direct” and “indirect” as a secondary analysis. In Australia, the
Pharmaceutical Benefits Advisory Committee makes limited use
of network synthesis because its procedures encourage identifica-
tion of a single comparator [9]. The Canadian Agency for Drugs and
Technologies in Health [10] also adopts a cautious stance. The 2008
Cochrane Handbook [11] avers that “indirect comparisons may
suffer the biases of observational studies” and advises that direct
and indirect evidence should only be combined as a supplemental
analysis.

One might wonder: what was the basis for the caution pre-
viously expressed by leading experts? Or has the ISPOR Task
Force discovered something previously overlooked? In truth, it
is probably the sheer inevitability of network meta-analysis
that is the decisive factor. If only two interventions are in-
volved, one might debate whether indirect evidence—the use of
A versus B and B versus C trials to infer an A versus C treatment
effect—should be used. But as soon as a decision has to be made
between more than two treatments, estimates of their compar-
ative efficacy must have the property of coherence. This can be
represented as follows. If ny is an estimate of the effect of Y

relative to X on an appropriate scale, then coherent estimates
must conform to:

aAC = aAB + asc (1)

Indirect comparisons and network meta-analysis are, in the end,
simply methods that deliver relative effect estimates that are “coher-
ent” in this sense. Without this property, coherent decision making
would be impossible. If Peter is 3 inches taller than Paul, and Paul is 2
inches taller than Mary, we cannot allow that Peter can be 6 inches
taller than Mary. If one believed this could be possible, there could
not be a reliable way of deciding who was tallest.

Thus, whatever the misgivings, the inexorable logic of coher-
ent comparison must lead us back to Equation (1). It comes as no
surprise, therefore, that whatever may be written in the NICE
Methods Guide, which are anyway a little ambiguous [12], coher-
ent estimates of effects achieved via network meta-analysis have
become a familiar feature of technology appraisals at NICE, just as
they make a frequent appearance in efficacy comparisons in lead-
ing clinical journals.

Can it all be that simple? It would be, but for heterogeneity.

As an area of statistical enquiry, the development of meta-
analytical method and practice has been rather strange. The sta-
tistical literature does not lack for theoretical analyses: methods
for combining 2 X 2 tables go back more than 50 years. But there
has been a gap between what we may call the “scientific” exercise,
which sets out to answer questions like “which is the best treat-
ment for patient group X?,” and the “literature summary” exercise,
which asks “what does the literature say about treatments A, B,
and C?” Distinguished voices have voted for science over sum-
mary [13], with the random-effects model attracting some partic-
ularly critical comments [14]. On the whole, their advice has been
ignored, and the great majority of systematic reviews and meta-
analyses are summary, not science. The key driver for decision
makers and clinicians is that there must be a clear definition of the
target patient group to get an answer to the scientific question.
This remains true regardless of how much evidence there is spe-
cifically on target population X or whether—as can often be the
case—most of the evidence turns out to be on similar group Y. The
literature summarizer could, of course, have the same definition
as the scientist, but never needs to have one.

Health technology assessment, of course, stands on the sci-
ence side. With network methods, the question of how wide to
draw the target population can translate into how wide to make
the comparison network. The report refers to work by Hawkins et
al. [15], outlining a structured approach to defining the size of
the comparison network, but a key section correctly sees the
trade-off between increased precision and robustness that fol-
lows from the larger evidence base against the increasing dan-
ger of heterogeneity, as an ever wider class of patient groups is
thrown into the analysis. Throughout the report, the danger to
network meta-analysis arising from the presence of effect mod-
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ifiers—the cause of heterogeneity—is repeatedly emphasized. If
there is an imbalance in the presence of effect modifiers in AB
comparisons and AC comparisons, then any conclusions about
the BC contrast could be in jeopardy.

However, heterogeneity continues to be the source of confu-
sion in both the meta-analysis community and among health
economists, and the ISPOR report is no exception. The authors
propose the curious idea that although heterogeneity could intro-
duce confounding into network meta-analysis, which is true, it
may actually be an advantage in pairwise comparisons, where it
might “increase generalizability” and “may be welcome if it re-
flects real world practice.” This is an unusual view: most authori-
ties have argued at length that heterogeneity needs to be ac-
counted for and removed [11,16], for example, by adjusting for
effect modifiers and for sources of random bias [17]. Clearly, en-
larging the number of trials increases robustness, but heterogene-
ity only increases the difficulty of generalizing from the evidence as
it is given to the target population. All meta-analytic estimators
are weighted averages of the observed trial-specific treatment ef-
fects, and if the latter are viewed as unbiased, then the weighted
average will be unbiased as well. The weighted average of several
heterogeneous, but unbiased, estimates is also unbiased, but it
becomes difficult to say what it is an unbiased estimate of. As the
between-study variation increases, the relevance of the evidence
to the specific target population for decision becomes less and less
certain—regardless of our certainty about the mean effect.

Like so much else in the area of meta-analysis, much of what
passes for good practice, including most famously the “hierarchy
of evidence” [18], is based on rather rough-and-ready common
sense. Sometimes a more formal analysis would be helpful. The
ISPOR report repeats the view, passed around rather uncritically,
that network meta-analysis makes the assumptions of “homoge-
neity,” “similarity,” and “consistency.” Fortunately, there is some
formal work to which we can appeal. First, suppose that in a pair-
wise meta-analysis of n,; trials comparing A and B, the true treat-
ment effect §; 43 in trial j is sampled from a common distribution
3 ap ~ N(dag,0?), and in a pairwise meta-analysis of n,: A vs. C
effects, the true effects are from another distribution §;,c ~ N
(dac, o). The only additional assumption in a network synthesis is
that each of these exchangeability assumptions extends over the
entire set of (n,+ n, () trials. If BC trials are now conducted and the
same two assumptions are now extended to the additional ng
trials, then the requirement for “consistency” of the AB, AC, and
BC effects, which confers the required coherence property of net-
work estimates (1), is automatically met [19] without further as-
sumptions. Thus, the assumptions of network meta-analysis, are,
with just that one small extension, no different from the assump-
tions that have been made all along in pairwise meta-analysis.
Furthermore, it can be shown that the coherent estimates pro-
duced by network meta-analysis are, like all meta-analytic esti-
mates, weighted averages of the study-specific estimates from the
original trials [20].

These theoretical results confirm that network meta-analysis
makes no extra assumptions; it simply extends the standard ones.
Of course, this in no way detracts from the warnings that many
experts have sounded about inference from indirect comparisons
and network meta-analysis, regarding the need to assess the va-
lidity of assumptions statistically [21] and—perhaps more impor-
tantly—clinically. Indeed, it means that the new network methods
inherit all the problems of pairwise meta-analysis and suggests
that the caveats routinely expressed about network meta-analysis
should have been applied all along to pairwise comparisons in
which, as noted previously, the culture of “literature summary”
has encouraged an excessive use of random effects to average over
clinically significant heterogeneity.

How should the practice of economic evaluation respond to
unexplained variation in treatment effects? A suggestion origi-

nally made by Spiegelhalter et al. [22] and subsequently taken up
by others [17,23] has been to avoid using the random-effects mean
in economic evaluation. Except under some very specific interpre-
tations, it conveys a far greater degree of certainty than can be
realistic if different trials estimate widely different effect sizes.
Instead, it is proposed that modelers should use the predictive
distribution of the effect in a future study. This increases the un-
certainty around the estimated effect very considerably, in effect
adding the between-trials variance to the variance of the mean
effect. Probably this approach would confer an excessive level of
uncertainty on treatment efficacy estimates because it assumes
that all effect variation is due to true variation in treatment
effects rather than a mixture of true variation and random bi-
ases internal to each trial [17,24]. Either way, the response to
unexplained heterogeneity is an issue that requires urgent con-
sideration within the synthesis community and among health
economists. The probability that a treatment is the most effec-
tive, the probability that it is cost-effective, cost-effectiveness
acceptability curves, and the expected value of further research
[25] will all be highly sensitive to the outcome of this overdue
debate.
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